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Preface

This thesis is the pesentation of the results of Pin extensive

literature search to discover applications of Bayes formula for the

so]ution of typical decision problems encountered by reliability and

maintainability, R/, engineers.

The purpose of this study is to present an overview of the basic

elements and fundamental concepts of general decision theory and show

how they might be useful to the R/M practitioner. It is hoped that this

brief e::posure to some of the organized and systematic techniques to

decision-making will create a thirst for more detailed indvidual

investigation for ways to treat similar situations arising 'n both

personal a-d professional life.

My most sincere thanks are extended to my Thesis Advisor, Professor

A. H. Moore for his inspiraticn, motivation, and consultation. I am

also deeply indebted to my .ife,UN vhose degroe of belief in me

was great enough to assign a prior subjective probability of thesis

completion equal to one. 9ayes rule always works with a driving force

like that.

Lewis R. V.hite
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Abstract

Bayesian statistics provide the necessary mathematical techniques

to pool all available subjective and experimental information when

estimating reliability. The uncertainties associated with analytical

predicticns or limited test data considered separately are significantly

reduced when these two sources of information are combined. The

introduction .of judgement and pertinent en'ineering theory and

experience to qualify point estimates is the key to realistic and

practical solutions to decision problems in which reliability is a

primary consideration.

A method for periodic reliability assessment is presented. A

hypothetical example is used to show how iterative inferences on

system religb lity can be drawn from initial estimates of unit/subsystem

reliabilfty and heterogeneous time and failure data accimulated during

various stages of design verification, electrical performance,

environmental, etc., testing. Sample worksheets for recording inputs

required for the assessment technique are provided as an appendix.
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BAYESIAN RELIABILITY ASSESSMENT

FOR SYSTEM PROGRAM DECISIONS

I. Introduction

The number of cost-plus type government contracts which permit

generous budgets for extensive reliability/maintainability studies

and tests to minimize risk is dwindling. The time has come when both

government and industry have been forced to tighten their money belts.

The resulting squeeze has made backbones stiffer and eyes more pointed.

In today's austere atmosphere, what used to be accepted techniques and

practices-are challenged as potential candidates for modification and

revision in an attempt to reduce costs.

But although there is less money to spend, the requirements are

just as stringent, if not more so. The impact of this current climate

is felt throughout all organizational levels in the military-industrial

complex. Essentially, practicali!y and utility are the keynotes that

are replacing desirabilityifeasibility and availability. The

reliability/maintainability practitioner must adjust to this new

environment.

The theme of getting the most for the money is really nothing new.

However, the recent reduction in resources has resulted in more

scrutiny of actions taken to achieve this end. No longer is a sole

recommendation on a particular issue accepted at face value. The

following simple, straightforward and sensible qu66tions are being

asked more frequently:
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a. Is this the only way'tc solve the probim?

b. Were other solutions considered?

c. Why is the proposed solution considered the best?

Decision theory provides the frame-, qrk for systematically addressing

these questions and quantifying the uncertainties Associated with their

answers. The primary purpose of this thesis is to ,present a method

for periodic assessment of system reliability risk based only on

analytical predicti6ns and limited usage experience. Particular

emphasis is placed on the use of subjective probability and Bayest

formula. These techniques have received much attention in recent years

and considerable literature is available for those who wish to pursue

more advanced analyses than the one presented. Asan aid to those who

desire more detail, an additiQ-al study objective is to provide a

selectivq, listing of references in, which general decision theory and

Bayesian analyses are used to solve, problems of choice usually en-

countered in the field of reliability and maintainability. These

techniques are considered to be valuable analytical tools for assessing

alternatives during the establishment, specification, verification and

demonstratigno6f quantative reliability/maintainability requirements

throughout a system's life..

To achieve study objectives, a comprehensive survey of recent

literature was conducted with the aid of abstracting, indexing, and

search services'. The results of this survey and the subsequent study

are presented as follows: Section II surm.arizes the elements, concepts

and notation associated with general decision theory; Section III

introduces Bayes' formula and ou'lines how it may be used to combine

2
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all &vailable relevant informatioz, both subjective judgements and

objective data, in the decision process; Section IV addresses the

selection of prior distributions applicable to the reliability assess-

ment problem; Section V outlines a proposed method for applying Eayesian

techniques to assess the reliability of a system prior to formal testing;

Section VI provides a discussion of the assessment technique with a few

refinements; and Section VII contains the conclusions and reco=mendations

of the study. A supplementary bibliography is provided as an appendix.

Listed are both references which are probably directly applicable to the

thesis but wee not acquired, and also those whichare indirectly or

remotely pertinent to the investigation but perhaps of interest to

persons working in other functional areas in which the generalized idea.

presented are applicable. Also appended are sample worksheets which

might bd used in situations similar to the example presented.

3
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II. Decisiod heory Review

Since man was created, he has been making decisions. As the

species expanded, other men (and ofttimes women) started telling him

how he should make (or should have made) decisions. In recent years,

startling new insights have evolved in the recominended processes r..

decision-making. Today decision theory is considered almost a distinct

scientific discipline. Does this mean that, because we all make

decisions (or suffer, the consequences from them), we should rush out

and obtain a rash of textbooks and read up on the subject? The ans;.wer

to, this question depends on the nature of decisions involved. :ost

decision situations are trivial and require very little thought;

therefore, to perform extensive analyses before making simple choices

would be ridiculous to say the least.

Nevertheless, there are occasions ,hen there is much at stake ahid

thorough examination and evaluation of various options and their

implications are definitely in order. In these important cases, some

knowledge of the precepts and principles of decision theory can be

extremely helpful. However, it is stressed from the outset that the

study and application of decision theory will not add to the information

available to the decision maker, but will merely help him organize the

relevant facts and oplnions in a manner Y.hich will assist him in

making a rational choice. Decision theory is dszentially a logically

consistent systematic approach to the selection of ono: of several

alternative courses of action available to a decision i1.3ker.

/4
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'The methodical approach which is outLiped in this section should;

Q jbe recognized as z basic conceptual framework for the analytical

treatment of decision situations. It should only be used as a guide

and not be considered as a dogmatic delineation of how to treat all

problems. Each decision situation is unique and must be handled in

light of its particular characteristics. A primary principle in

decision theory is that selection problems can be broken down into

their constituent elements which are usually easier to analyze. The

methodology also puts these individual elements in proper perspective

with each. other so, although they can be treated separately, the "big
picture!' is not lost. The detailed analysis of these interrelated

portions of the problem are accomplished in various ways but each has

a common prerequisite - the willingness to think quantitatively.

This requirement is established so the powerful mathematical

techniques associated with decision. theory can be employed to

formulate and solve decision models. No longer does the decision

maker have to rely solely on emotion and intuition. However, tihe use

of analytical tools by no means eliminates or diminishes the importance

of a decision maker's experience and his instincts and insights derived,

from similar situations. Rather than reducing the need for human

judgement, the framework actually provides a mechanism for the explicit

consideration of personal experience and opinion. As a matter of fact,

the additional clarity resulting from the distinct differentiation

between judgements involving the likelihood of an event and those

concerning the vorth of an alternative is a definite advantage of the

process.

54
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There are really seyeral.processes associated with the general

,study of decision theory. There is no agreed standard procedure on

how to structure and solve decision problems The synopsis which

follows is a presentation of a process that is typical to the solution

of decision problems dealing with uncertainty. The folloking parts,

principles and procedures are considered of the most value for the

decision maker who works primarily in the reliability and maintain-

ability arena.

Basic Elements,

As previously mentioned, decision situations can be broken down

or decomposed into:aeatc. o f actors which can be analyzed individually

at first and collectiyely late.". Of course it is more difficult to

disect and recombine partial analyses of problems which are more

complex or have greater uncertainty surrounding them. Although the

decomposition effort may be minimal or extensive, there are several

sets of factors that are common to all decisions made under uficertainty.

Depending on the preliminary results of a partial analyses, this common

or primary group may be augmented by an additional or supplementary

group.

Primary Sets. The primary group of elements consists of: a set

of the available alternative courses of action; a set of the possible

states of nature; and a set of consequences of each alternative and

state of nature combination.

The action set will be denoted by A,

where A ='iai for i 1,2,,..,m

6
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and ai = a specific-course-of action -- -

m = the total number of alternatives which
are feasible and practical

There is no prescribed procedure on how to develop a list of possible

actions that might be available. Obviously, the compilation of this

list deserVes considerable thought to assure all reasonable options

are included. The decision maker is encouraged to apply his ingenuity,

imagination, and initiative to the fullest extent. The methodology

does require that members of the action set be mutually exclusive and

collectively exhaustive. The mutually exclusive property limits the

selection to only one member from the Set - combinations are not

permitted. The collectively exhaustive property merely means that the

list should be complete in the sense that one of the members must be

chosen. Thus, the solution to the decision sitilation is the selecton

of a single item from this action set. The primary difficulty in

making this choice is usually due to the uncertainties of the situation,

in other words, not knowing exactly what will -happen should a particular

alternative be selected. These uncertainties usually stem from unknown

states of nature which constitute the second primary set. The nature

state set will be denoted by e,
where e =18jI for j =l,2,...n

and 0. a possible event that can occur or happen
which is relevant to one or more of the
actions, ai, under consideration. Nature
exists in exactly one of these unknown states.

n the total nmber of states that have a
potential impact on the problem.

' I7:1
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As in the action set, there: is -rO-suggested way to enumerate all the

uncertainties involved in a particular decision situation. Again,

the skills of the individual decision maker play an important role in

judging the relevance of the many unknown factors bearing on a

particular problem. The decision maker usually has considerable

latitude in assigning members to the nature state set. However, he

must obey the exclusive and exhaustive rules previously mentioned.

Therefore, he should clearly and concisely describe each event in the

set in a manner which prevents overlapping and assures completeness.

Difficulties.encountered in following the exclusive rule can be

alleviated by judicious definition and careful grouping of each member.

In many situations, it may be necessary to construct the set by taking

pairs, triplets and higher order combinations from other lists of

more ob,,nus factors. This technique is also sometimes helpful in

adhering to the exhaustive rule. Of course, it is highly unlikely

that each possible uncertain event can be identified in each and

every case. The time and effort devoted to the composition of the

nature state should be tailored to the importance of the decision

required. Essentially, the practical significance of the exhaustive

rule is that the list of uncertain events should cover all the known

contingencies likely to affect the selection of a paiticular course

of action. This is not to say that there might. not be unknown factors

that bear on the decision problem. Thus, there will be a few cases

when the consequence of a particular action will depend not only on

factors considered by the decision maker but also unknown unknowns.
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However, in general, consequences-can be foreseen and At is convenient

to designate them as a set.

The third and final primary'set, the consequent set, will be

denoted by C,

where C = JCj for i lP2,...,m

j=1,21,...,n

and Cij = the result of a particular available course
of action, ai, if a specific anticipated
state of natureij, occurs.

A consequence is essentially the position, posture, predicament or

state of affairs associated ,with 'an individual optional act and

uncertain event combination. Thus, conceptually, there are m.n

consequences possible in every decision situation. A particular course

of' action, if selected, could lead to one of n consequences depending

on which state of nature exists. Within this group, there are

consequences which are good, desirable, beneficial, or profitable

as well as those which are bad, unwanted, detrimental or costly. The

final choice should represent an optimum balance among these positive

and negative features. Sometimes this choice is obvious. Many times

the selection requires no more than just considerable deliberation of

the facts on hand. But there are some instances-when assessed risks

are too great and additional data must be obtained and analyzed before

an effective discrimination among the alternatives can be made. When

these situations occur it is necessary to extend the basic approach

to inc.ude the formulation and evaluation of supplementary sets.

Supnlementary Sets. The supplementary group consists of two sets -

one .4hich includes the various ways to obtain additional iiformation

~9
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and one which includes the sup~iemehtary 4ata accumulated.

The first supplementary set is really a family of possible

experiments. This set will be noted by E,

where E =ekj for k ,2,...,r

and ek = a specific experiment

r the total number of experiments which are
applicable and appropriate.

Members of this set consist of any data collection methods, techniques,

plahs, etc., which can be used to discover more about the true state

of nature. A working knowledge of statistical theory is a definite

asset in the formulation and application of this set. The manner and

extent to which sampling is accomplished directly affect the validity

and creditability of the results. Usually, both the type of addi'tioral

information needed and the methods of acquisition are obviouS. Tne

Sneed for the data 3ollected to be both representative and suffi_"-*cient

is intuitive to most people. However, if experimentation is to be an
important aspect of a complex decision problem, ther. the advice of a

competent statistician is almost mandatory. His role will be to ass-re

that the experiments being considered can generate useful outcomes.

Whether personally observed or generated by a sophisticated expeg;iment

under someone else's direction, the resultant sample data consti4tutes

the other supplementary set.

The outcome set will be denoted by X,

where X = {xlj for I = 1,2,...,s

and xl = a possible outcome of the experiment set E

s = the total rnber of potential observations
of all ek in E.

10 J
1,
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The size of this set can vary frox-a few denumerable plements for

simple decision situations involving discrete variables to an infinite

list of items for complex problems involving continuous variables.

In most cases, the enumeration of all possible outcomes would probably

require an inordinate amount of time and effort. Generally, the

primary interest is to obtain an appreciation for the range of outcomes.

For routine, uncomplicated decision situations, the 1,Thest aiid highest

values anticipated for the results of a small number of experments

are usually either apparent or easily obtained. However, in more

complex situations, the- assistance of a- statistician is- hihvly .._. desirable.

Both the range and other meaningful characteristics of the ei. eclp

results can usually be determined fr6m mathematical equati:3hs, tables,

charts, and other statistical tools not understood by all decision

makers. One such tool is Bayes Theorem which allows the pooling of

all available information 'when making inferences about unkno-n quantity

(i.e., the true state of' natureO). This Theorem, and the related

prior distribution (which reflects knowledge before experimentation)

will be addressed in more detail in the next two sections. The

importance of the roles that these topics have in the overall decision

process will become apparent shortly.

Fundamental Concents

In the preceding discussion, a general description of the essen-

tial and auxiliary ingredients was provided along wih some of the

conditions and constraints for their formulation., Now, general guide-

lines will be outlined on how to shape these basic building blocks and

construct a fundamentadl frame :ork within which a variety of deci.sion

problems can be, solved.

11
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."Definition of the Problem. First and foremost,/in any proolem

eolution process should be a careful examination of the issue or question

raised. Odiorne defines a problem as "the difference between present

condition and desired consition" (Ref 154:15). He also states that

commitment is necessary for problem solving for "the committed man has

to choose and decide among alternate solutions and moves. The un-

committed man can delay, put it off, and iiot get things done."

(Ref 154:16),. These "things to do" constitute the desired condition

or objectives. Objectives should be stated in clear concise terms

which collectively can be a guiding light providing illuminating

direction toward their achievement. The precise and complete delinea-

tion of the difference between what is wanted and what is available

is a primary prerequisite for future efforts to bridge the gap by

enumerating and evaluating the alternate avenues available.

Assessment of the Uncertainties. Te-impact of each of these

options is dependent on an unknown state of nature existing at the

time action is taken. Although the exact state is unknown, it is

assumed to be a member of the set, e , of possible states. In most

situations, the members of-e are not all equally likely to occur.

In fact, the decision maker may have encountered similar situations

and thus has a basis for weighing a p-rticular 0. more heavily than

others.

The English language has several words to describe
aspects of the uncertainty that is felt on such occasions:
one of them, lke2 -;, hac been used in te previous se-tence.
Others are nrobable, credDhle, oJausible and expressons
derived from words like chanc or ords. rr air is to
describe this uncertainty numerically; for n.ber is the

* essence of the scientific method and it is by measuring

things that we know them. (Ref 137:13).

12
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The term which will be used, throug~6ut this thesis. is probability.

It is intended that a genericdefinition apply to this yardstick for

measuring uncertainty. Subsequent to the following discussion .bn the

various kinds of probability, the word will be used without qualifying

adjectives.

The word "probability' is used by practicing mathematicians and

statisticians in several different ways and means different things to

different people. To circumvent these semantic obstacles, various

descriptors have been used to providemore explicit definitions.

Typical of the phrases often used are those discussed by Good:

..a physical orobability (also called "material probability,"
"intrinsic probability," "propensity," or "chance") is a
probability that is regarded as an intrinsic property of the
material world, existing irrespective of minds and logic...
A psychological probabl-l Ety is a degree or belief or
intensity of conviction that is used for betting purposes,
for making decisions, or for any other purpose, not neces-
sarily after mature consideration and not necessarily with
any attempt at "consistency" with one's other opinions...
When a person or persons, called "you," uses a fairly consistent
set of probabilities, they are called subjective ("personal")
or multi subjective ("multi personal") probabilities. (Ref 94:6).

Thus, physical probability corresponds to the relative frequency

interpretation, and is measured by observing how often a particular

event occurs in relation to the total number of attempts made. Subjective

probability (the special case of psychological probabilities to which

future discussion will be limited) applies when "one is quantifying

his personal.Thdgements based on his experience and knowledge, insight

and information." (Ref 116: 28). The mathematical properties of both

these general classes must obey the postulates and laws of probability

theory. Using the event set notation and defining P( ) as "the

probability of the event (), the three basic requirements for

13
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matually exclusive '(or disjoint)e v.nts are as follows:

(1) O_<P (0j)< 1

(2) P(e) = 1

(3a) P(8I or 02 or ...) = P(61) + P(02) +

(3b) .P(j and any other 9j) = 0

Rule (1) represents the only new ,requirement since rules (2) and: (3a,

3b) are merely reexpressions of the exhaustive and exclusive rules,

respectively. Rule (1) can also be satisfied if odds are quoted

for uncertainty. For example, if a, particular event is favored 4 to 1,

the equivalent statement is that it-is likely to occur 4 but of 5

times or with .80 probability. Another aid in establishing a number

between 0 and 1 as a measure of likelihood is the compar."son of the

chances of a particular event with those of a random point falling

within a designated area of a unit square. (Ref 137:.9).

C6mparison of Conseouences. In addition to evaluating the data

(either objective or subjective) relating to the likelihood of the state

of nature, P(Oj), the decision maker must also examine the potential

Impacts of the individual choices, ai . As previously stated, not all

consequences are equally favorable. Thus, the decision maker should

list the possible consequences in a relative ranking sequence .,hich

reflects the degrees of achievement toward the objectives. Obviously,

the particular consequence which represents the greatest step toward

the goal is to be the most preferred. Also, great gains should rank

higher than shorter ones. Therefore, as Lindley explains:

14
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-It follows 'that the next task is to provide somethil.g more
*r . than just a ranking, of.the consequences. In order t do.

this a standard is introduced and;-coherent comparison with
it provides a numerical, assessment, just as with the- uncertain
evenS s. In the case 6f probability,, the standard was a
random point in a unit square. For the consequences, two
reference consequences are used; one of these'is better than,
or at rate not worse than, any of the -consequences in the
relevant table; the other is similarly worse than, or at
most not better than, all the Ctj. (Ref 137:52).

He goes on to develop a separate probability measure relating to the

attractiveness Of a particular Cij in c6mparison with the most

preferred consequence. He calls this numerical measure "a utility

of the consequence." (Ref 137:53).

Characteristics of Utility The numerical measure for cons.e .....

does not have to be a probability Ifnction. In fact, a quantitative

yardstick, although highly desirable, is not mandatory. Qualitative

expressions may be used if more appropriate. Miller .states that "in

addition to the common practice of measuring thle uti.lity of conseouences

on an objective scale such as dollars, gain may, be a more subjective

concept Including factors such as reputation, happiness, security, or

any other characteristic associated with well-being." (Ref 148:3o).

In addition, Schaifer indicates that "consequences might also involve

"physical assets, technological know-how,...the behavior of various

people,...and the decirion maker's o.n personal position..."

(Ref 186:40). The point really is that there is no common denominator

or standard dimension against which the worth of a consequence can be

gauged. However, there is a definite advantage to using numerical

measures. because they are easier to handle mathematically. The 1,asic

requirement in assigning a quantitative index to a value jud ement Is

15
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coherence. A decision makqr is. considered coherent if he uses a

utility function which assigns a higher utility number to a most

preferred -consequence and equal numbers to consequences for which he

is indifferent. A particular quantity for -a utility measure may be

designated U(Cij) and may fall within any arbitrarily selected' range

that is appropriate to the situation.

Calculation of Expected Value. Once the numerical measure.

P(Gj) and U(Cij) have been determined, the next step is to combine

them in a manner that the relative merits of the various ai can be

assessed. To do this, the quantity-know.n, as expected value will be

used. The expected value, or mathematical iexpectation, 'of a particular

ai, written t(ai) can be computed from the following relationship.

E(ai) = U(Oi.)P(G.) (2-)

Thus, E(ai) is a measure of the extent that ai can solve the problem
considering the circumstances known to the decision maker. The

logical choice is to select the alternative from A which has the

greatest E(ai). Since this choice is highly dependent on the P(9j),

these quantities must reflect all known information about e - not

necessarily just the recorded results of sampling. Bayes Theorem

serves ac the basis for the current practice of combining subjective

and test data.

16
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I]
III. Bayes' 'theorem

Bayes Theorem is essentially a simple relation bet'ee-. prtabilities

that two different events will occur.. The basic expression which

describes the relationship is

P (AiB) = P (A)-P (B/A)
P (B) (3-1)

where the / is to be read ,given."

Development

There is really nothing special about the formula per se - its

derivation is quite straightforward.

Consider the "piobability diagram" depicted in Figure 1, where A

and B represent two events (not disjoint as were the 6j).

P(A) P(B)

- P(A and B) P(AB),

"Figure 1

Probability -Diagram

(from Ref 213:344)

The probability of event B given that event A has occurred,, P(B/A) is

the portion that common shaded area, P(AB), is to the total area P(A).

In equation form,
f.P(B/A) EA!

(A) (3-2)

17



Likewiset P(A/B) can b-i deterMe b

F(A/) (3-3)F 75)

ote P(-A) is eamor. to both equations and thus

P(*A) = P(A/t) P(B), = P(/A) P(A)

When each term of the latter equality, is divided by P(B), Bayes

Theorem results.

P(A/s) = P(B/K) F(A),
P(B)(--)

Interpretation

So what is all the fuss about an easy rearrangement of terms?

The answer is in how these terms may be intorpreted,. Addressing each

term individually and replacing A -with Oj ; and B with xl:

P(sj) = Prior probability (what is known about

before additional data x, is available)

P(x 1/9 = Likelihood of observing xl (how probable

is the sampling results, assuming the- true

state of nature is a particular OJ)

P(xl) = Probability of test observations for any Oj

in J?

P(Oj/x) - Posterior probability (what is known about 0

after x, has been obtained and analyzed)

Thus, Bayes Theorem provides the framework which allows redetermination

of P(Oj) based on additional information. Decisions dependent on

knowledge of P(8j) are better when based on all available information.

But there is some controversy between the Bayes approach and classical

* statistical methods when some or all of the prior knowledge consists

18
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of theoretical onsiG-atio's, 0esi afalyses, eninierIng Julgement,

Ste. "

Tim, key to the question concerning -the applicability 'oi ?ayes

Theorem for updating P(j) is the ,use of subjective rather than

objective informstion to etablish the prior probabilit:. The araent

advnced by the purists is that the introduction of intuition and guess-

swork into statistics constitutes an unnecessary bias ani the resultart

inferences made are not valid. The reason for these doubts is centered

around the various definitions of probability discussed in the previous

section. Essentially, there are two schools of thought w aich -re

prevalent today. For future discussions, the terms desiCnated by ':'eir

'for the advocates of these tw;o philosophies will be used:

(1), "Classicist" which will refer to the group -,zch
adopts the frequency interpretation of probabiity. This
faction believes in the concept of unknouwn parar.eters
located a* one unknown point, which can be estim.ated .th
increasing precision as test data builds up; i.fo..ation
of a non frequency nature cannot be directly used in this
estimate. Probabilities based upon aitccmes of games of
chance (e.g., flipping coins, tossing dice, dealing cards)
are of course subject to a frequency interpretation. .1e
ratio of successes to total trials over the very long term
can be nearly equated to the probability of the event.

(2) "SubJectivist" which will refer to the group which
while dealing with the frequency application of probatility
to games-of chance and otner applicable situations, also
believes that probability theorty can be applied to questions
or degree of belief in propositions (e.g., the probability
that there is life on Mars). This faction believes It is
sensible to talk of probability distributions of parameters
based upon degree of belief In the location of the parameter;
this permits both frequency and non frequency Informaticn
to be combined using the central framework of Bayes Theorem.
(Ref 213:345).

19
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* It is not the intent of' this work to delve into the controversy

but merely point but its existence. A rather-comprehensive discussion
r

of the 'pros. and dons of each of the approaches is prosefited by Hahn,

in the proceedings of the 1965 General Electr'ic Seminiar (Ret 214:See -VIII)..0

In :spite, of the corntroversy, Bayes Theorem and the more inclusive

field of what is sometimes referred to as "Bayesian Statistics" have

been described as an importart step ifor~ard in refhoving some of the

constraints of' classical theory (Ref 178). Somie-authors point out that.

"Bayesian techniques complement classical, statistical methods rather

t~ eplacing them." (Re' 74:5).. This is especially true when the
techniques are applied to reliability estimation and assessment problems.

Application to ?2elia-bilit-I PrcAens

Schulhof and Lindstrom have stated. three prir ary factors which

have generated the need to replace tire honored classical methods with

more modern schemes:

1. Products are becoming more com~plex and correspondingly
expensive.

2. Time is at a great premium.

3. High reliability is being both demanded and achieved.
(Ref 187:684).

The. paradox is orb of greater requirements but fewer resources to

verify achievement. The,"Classicist"l by ignoring prior subjective

estimates oil the range of the failUre rate of an item in essence makes

the implicit assumption that the item may possess any failure rate

(e.g., O 001 (Ref 153:3). This hypothesis in extremely costly

) ' from the standpoint of the inordinate amount of testing~ required to

narrow in on the true value for a reasc'.able Iperrva ofl assulratce.

20
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The Bayesian approach.recognizes the value of past experience and

admitsanydata-theoreticallimits, quantifiedbeliefs, intuft:ons,

whatever - into the analysis. This pri6for tormation reduces the scope

-of sampling to a, fihite range with resultant savings in'time ard money.

Iterative analyses may be performed to provide periodic updates con-

cerningta system's-oreliability.

Bayesian methods-can use knowledge gained from development
testing to indicate the reliability of equipment at each
stage of its development. Tests may also be conducted
during design development for purposes other than reliability
,estimation with full expectation that the data can be inte-
.grat~d into a reliability estiration procedure with
reasonable statistical validity It is possible to ascertain
bythese methods whether a specified system reliability
requirement has a reasonably good chance of being achieved.
ConVerSely, these methods will show whether special effort,
such a r edesign or modification, is warranted, by indicating
the e'istence of a low probability of design reliability
achievement.

By having this objective infOrmation available concurrently
with each phase in design development, the designer is
enabled to make necessary improvements at an earlier state.
This makes revisions more compatible with costs, schedules,
tool design, and other important factors, and makes achieve-
ment of the contractual reliability requirement more certain.
As a consequence, he number of tests required to achieve
and demonstrate a reliable design can be reduced, resulting
in time and cost savings. (Ref 74:5).

In summary, the following are considered practical advantages of

using Bayes techniques for estimating reliability:

1. The estimates take both predictions and test data into
account.

2. The estimates give reasonable results for little or no
test data.

3. The estimates agree with the classical estimates for
large samples. (Ref 187:684).
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Of .course, there are" wra"wcks to 1sing Bayesian techniques. in

addition to the issues raised by the "Classicists," there is the

obvious problem of erroneous initial information. What happens if

incorrect assumptions are made or faulty logic wasused to formulate

a considered opinion? How- accurate cat an overall final estimate or

assessment -be if based on imprecise inputs? Fortunately, Bayesian

methods have an inherent corrective feature since as the quantity of

subsequent test data increases, the initial estimates become over-

shadowed. If desired, the effect -of incorrect prior information can

be reduced to any stated level by sufficient dditional testing. As

previously stated, ayesian estimates agree with "Classicist" estimates

after an extensive amount of test and operational life data has been

obtained.

The question which must be answered now is "How does one quantify

his subjective appraisal of an item's reliability in a manner that is

usable?" This is accmplished by using available reliability pre-

dictions and related statements of uncertainty surrounding them.

Basically, the parameters of the applicable system failure density

function are considered to be random variables. A. probability

distribution function for a parameter is established based on the

point estimate and expected rafige of the predicted value. This para-

meter distribution is known as the prior distribution and is subject

to modification as test data becomes available. Typical prior

distributions encountered in reliability and instructions on how to

generate them are the subject of the next section.
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r IV. ?rior-Distrbuf1one

The -heart of a Bayesian statistical inference is that a

probability distribution -is assumed to exist for the unknown true

state of "nature * . This prior distribution essentially reflects the

amount of knowledge, or degree of belief, before the -results -of expe-

rimentation are available. If absolutely no information is known,

all values of 9 are equally likely, and logic dictates a Uniform

prior distribution. However, in virtually all reliability problems,

there exists a significant amount of information from-generic dr

similar parts documented in various handbooks. Also, according to

Gottfried and'eiqs, "experience, indicates that the, failure rate of any

device is bounded on the left (non-negative) and skewed to the right -

larger failure rates than expected are less surprising than smaller

values." (Ref 100:603). Although there is no widely agreed rules on

how to select a suitable prior distribution, Babillis and Smith have

established what is considered to be minimal criteria:

1. The prior distritution must adequately reflect what is
actually'kncwn before test data becomes available. That is,
the distribution must be consistent with the available prior
knowledge ' of a component's reliability.

2. The prior distribution should not imply any assumptions
about unkrown information concerning the reliability of a
component. In other words it should remain as maximally
noncommittal and as unprejudiced as possible concerning
things which are conridered unknown.

2,3
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3. The prior distribution .hould rot lead to absurd
.conclusions 'concerning the conponent' s reliability when
it is modified by the dats. The tselected apriori distribu-
tion. should not lead to results "hich are inconsistent
with what is known or intuitiVeiy felt...However, it is
iziportant to realize that these inconsistencies may only
be evaluated in terms of what was oriinally thought to
be known. If pertinent informaticn -I' withheld in
establishing the prior distribution, this same information
tai not be used todiscredit the resulting posterior
distribution.

4. The resulting equations shlould be tractable by
available mathematical methods. This is purely a prag-
matical corsideration based solely on the desire for an
answer. Through this sane crack in the otherse logical.
framework also creeps a certain elenent of empiricism
which requires dra'wing upon experience to get the technique
started. (Ref 6:357).

Although the above criteria are general, they do serve the purpose of

narrowing the selection process. Perhaps someday simple algorithms

for establishing priors will exist. As of this wTiting there is

conpiderable effort underway to find ,ways and means for formulating

probability distributions for reliability indices. For example, Rome

Air Development Center has a current study contract with ifughes

Aircraft Company to develop methods for fitting prior distributions

to empirical data and combining priors frim ,imilar but not identical

equipment. The reported results of initial efforts are quite promi.iing.

It has been concluded that it is entirely feasible to fit pelor

distributions to equipment level Mean Time Betw,;een Failure, MTBFs ,%_

although the amount of data currently in existence to do so is some-

what limited. It was also determined that the probability of MTBF

is usually well described by an Inverted Gazza Distribution when the

assumed equipment failure time is exponentially distributed. (Ref 182).

Since MTBF or its reciprocal, the failure rate A, are the most

S" i.
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coimonly used measures, for time -per.dent reliability., one merely 

has to determire which member of the family of Gamma type distribution3

is applicable to the situation. Hc-.i does one translate his knowledge

concerning the most likely single value afd range of uncertainty for

MTBF or X into a Gamma distrIbution?

Assirnin' Galma Parameters

The Gamma family of probability distributions meets all the

previously stated criteria. In the most omon form, it is described

by two parameters and is ,Very flexible. Also, the selected parameters

combine readily with Poik s'on sampling statistics (the Poisson process

is an experiment which observes f failures in t time) which is a pre-

requisite to meet the fourth criterion for priors. If a Gammia prior

is updated with Poisson data the resultar.t posterior is also a Gamma

distribution. this property is very convenient for calculation

purposes.

Now that the ,rditabillty of a Gana for. has been somewhat

justified, an explanation on how it fits into the overall decision

making procedure is in order. If an equipmer.t failure rate X is

assumed to be a random variable, then

P(O) = g()X;a,b) = 1) ha-!
r~a) (4-1)

for a,b,)> 0

The probability of a particular outcome of the Poisson experiment

(x = f observed failures in t time), given the true state of nature

(0 = X) can be expressed as

P(x/.) r p(f/t,e-) (X)C e-
f1 (4-2)
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The remaining term, P(x), of, themBayes formula can be determined in

the following manner

Px) f P(X/O),P(O.)d

i. f6~ 'P 4

Thus, from the Bayes relationship (3-1)

P~e/) =R( /~t)=ba a)-?

f, r(a)

Now that this specific case has been defined, the general expressions

involving 9 and x wili no longer be used, and the expression for the

posterior distribution can be reduced to

Xa+f-l e- (b+t)P (X/f t) :f -- - -eaf-1 e- X (b+t) d X45

by letting y ) (b + t) the denominator becomes

which0f~ - t a+f-I b+t

which can be solved by rearranging terms,

a+ 00a+f-1 -y f

)bot (4-6)

Substituting this result in equation (4-5)

P(/f,t) = (b + t)a+f Xa+f-l e'(t)

r(a + f)

= g(X;a + f, b + t) (4-7)
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With this proof, a better apprecation for the interpretation of

the meaning, of the parameters a and b. is possible. Since a and f are

equivalent quantities, the former can be considered what has been

-termed as a "pseudo-failure"; likewise, b can be thought of as "pseudo-

time" (Ref 214:5-6). So by assigning values for a and b, one may

assert his extent of subjective confidence in predicted equipment

failure rates. This may be done by examining the mean and Variance

of the GamuA form defined in equation (4-1),

a
b

=2a 

b2  b (4-s)

If the predicted value X is equated to the mean, then

Xp a_

b

~2

b (4-9)

Thus, by assigning a and b, one is really stating his belief concerning

the number of "pseudo-failures" and the amount of "pseudo-tine"

reflected in the predicted value. For example, ir X = rOX 10-6

then the following combinations are possible and are listet in order

of increasing certainty from left to right:

. 0.1, 0.5 ,5_ ,j, 10
b 2000 10,000 20000 100,000 200,000

The importance of carefully selecting values for a and b that

realistically correspond to prior knowledge cannot be overemphasized.

Understatements are costly because of extensive sampling required to

narrow the resultant wide range (i.e., large w2). Conversely,
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overstatements are ill advised because of- the significant contribution

that the prior will have on the posterior and thus the decision to be

made. With these cautions,,- three methods will now be discussed which

address how to select values for a and b.

Urver Bound Method. Two. known bits 4' information must be

provided if two .known quantities (in this case a and b) are to be

determined. The predicted failure rate Xp represents only half of

the required input. This value must be combined with another statement

relating to additional prior knowledge about the failure rate. One

way to encode a conviction of belief concerning a reliability prediction

is to assign a probability, p, that the true failure rate is no greater

than a particular upper limit XU . 'Once this is done, then A can be

considered to be either the mean or median value of the prior

distribution and published tables or graphs can be used to select

values for a and b which satiso the probability statement.

(Ref 214:A2-37). The value a is the same for Any Xp and Xu combina-

tion with an identical discrimination ratio Xu A and extent of

certainty, p . It was found convenient for later use to tabulate an

assortment of what is considered typical Xu/Ap and P . The values
pi

,for a for discrimination ratios from 1.50 to 10 and p from .67 to .99

are given for Xp equal to the mean in Table l and Xp equal the

median in Table II.

Coefficient of Variation Method. Another way to describe

uncertainty associated with a prediction is to state the extent of

possible inaccuracy in terms of an estimated standard deviation. If

an engineer states "I think Xp is the true failure rate but I could
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I'.

- 'Table I

Values for a if X Assigned Median
p

___________: ?( x _. __ __ __ _

.67 .75 .90 .99

Xp a Vu  a au  a Vu  a 'u

1.50 1.00 1.10 2.50 3.30 9.0 12.8 29.0 43.0

1.75 .80 .90 1.50 2.10 5.7 8.7 14.0 24.0

2.00 .70 .80 1.00 1.40 3.0 5.3 9.0 21.3

2.50 .60 .60 .70 .92 1.7 3.4 4.9 1 1.5

3.00 .45 .45 .50 .65 1.3 2.6 3.2 8.8

4.00 .37 .30 .40 .50 1.2 2.5 1.5 5.7

5.00 .33 .19 .35 .40 .7 2.3 1.3 :.5
7.50 .30 .18 .32 .35 2.2 .9 4.6

10.00 .29 .17 .30 .33 .4 2.1 .' L.0

Table !II,

Values for a if Xp Assigned Mean

: __u" __ P(_ Pu) =______X

.67 .75 .90 .99 ' !

1.50 - .90 7.0 28.0

1.75 - .65 3.0 13.0

2.00 2.0 8.0

2.50 0.9 4.2

3.00 0.6 2.5

4.00 9.1 1.2

5.00 - 6.9

7.50 0.5

10.00 0.2
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be off by a factor of m" then ?s nd m can be used to cripute a and

b as follows:

=,

pp C;2a

b (4-10)

from which

a =1
;2

b =1

Also from equhtion (4-10) it is noted that m is the ratio of the

standard deviati6n to the mean which is, defined to be the coefficient

of variation. To assess the impact that the choice of m will have on

the final decision, the mean of the posterior must be examired. The

revised estimate Of the failure rate ;.p may be written

.= a + f = f +2

b + f t + I2
b;2 (4-12)

Thus, if there is no uncertainty associated with A then m i- 0-p

reflects total confidence. In this case I= p irrespective ofp p

test data. Conversely, m = 00 corresponds to total ignorance and

36 = f/t, which is the best estimate obtained from test data only.

Babillis and Smith have stated:

For the time being the Gamma prior is being applied with either
m = 0.75 or m = 1.75 depending on whether the test data
reflects no failures or some failures respectively. General
experience with this system has been favorable, and deelop-
ment efforts have been planned to provide substantiation and
or refinement of the approach. (Ref 6:361).
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-Aso, Feduccia reports that based 'n datadealing with observed vs

predicted MTBFs of over one hundred ground electronic equirzent and

systems, the value of m was found equal to 1.38., If similar data

exists for other types of equipment, then a m6re, mearingful value for

m can be determined from the sample r.eans and standard deviation.

Equivalint Test Time Method. The last technique to be discussed

in this paper addresses the predetermined contribution that a predictei

value will have in the final decision. The basic approach reflected

in this method is to relate the uncertainty assooiated with the

prediction with the amount of usage experience likely to be encountered

before the final decision. If one has high confidence in initial

predictions, he has less need for additional experimentation.

Conversely, if predictions are considered somewhat inaccurate, then

greater reliance on test results is in order. Usually, the tim ,

associated with a test program is -either specified or can easily ba

estimated. Then any amount of "pseudo-time"t can be, assigned to be

compatible with a desired extent of contribution to the total time

on which the final decision will be based. For example, if a: 10,000

hour test program is expected and the decision to be made ib to be

based on 90% test results and 101 predictions then b = 1000 would be

an appropriate assignment.

If the preselected portion of expected test time, b, is combined

with Xp, a unique Gama distribution can be defined. The obvious

need is a relationship tetween prediction uncertainty and the extent

that the prediction should contribute to the posterior estimate.

There are no established guidelines on this issue, however, it is
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tuggested that after careful a~id considered thought, a relationship

could be devised for a particular program. For illustrative purposeS

in the next section, a hypothetica relationship is given in Table !ll

below.

TABLE 1! 1'

Equivalent Test Time for Priors

Degree of Belief Percent Co.tribution Divisor for
in Predicted Val - Prior b et TimT

0.99 0.75 "'0.33

0.90.

0.75 0.25 3.00

0.67 0.' 5 5.00

In addition to time dependent reliab-iii.v problems for which

Gamma distributions apply, there are cases -.-hen time is not a factor.

in these situations, it has been shown that distributions from the

Beta family meet the previously stated criteria for priors.

Assigning Beta Parameters

As with the Gamma family, a Beta distribution is also defined by

two parameters and thus a wide range of priors is possible. The

assigned parameters combine readily with Binomial sampling statistics

(the Binomial process is an experiment which observes s successes

in n trials). If a Beta prior is updated with Binomial data, the

resultant posterior is also a Beta distribution. In this case, if

the success ratio p, is assumed to be a random variable, then
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'for 0 S p S, 1

The probability of a particular outcome of the Binomial experiment

given p, can be expressed as follows

b(s/n,p) - n!pS(-p)-

s (n-s).t

It can be sho,;n that the posterior dittribution, P(p/s,n), is also

Beta, (P; -+ ', v + n). Thi- mean" and variance, of the two distrbutions

are:

Prior Posterior

+,n

e2= .(!-_ 2 (2 + s) (,-+ r.-s)
ui('j-l ) (i + n) (' + n-l)

The same rationale used to assign a and b for a prior Gamma distribu-

tion can be used to select 0 and ' for a prior Beta distribution. This

discussion on the Beta distribution is presented for comparison with

the time dependent situation for completeness only. The example in

the next section does not illustrate the practical application of this

distribution.

.1
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V. Bayesian Reliability Assessment Example

Now that the necessary building blocks have been explained, they

will be used t6 construct a framework for the periodic assessment of

system, reliability based on analytical predictions and results of only

limited testing. The proposed scheme will :be presented by -way of a

hypothetical example.

The Original Low-level Detector, OLD, system has been in service

for the past twenty years. Because of break throughs in technology

pertaining to electronic jamming devices, this system is now only

marginally effective in tracking targets. Also, the OLD design is of

vacuum tube vintage and has required increasing amounts of do , time f'or

maintenance in recent years. Logistics costs to support this system

are inordinate because of limitedsources of supply, since most tube

manufacturers now concentrate on the production of solid state devices.

A modern more effective system is currently being developed to replace

the obsolete OLD system.

The Network for Early Warning, NEIJ, system prototype has been

assembled and factory testing is now in progress.. Because of the

urgent need for the NEW system, the development and acquisition

contract was structured for concurrency. The terms and conditions

of the contract stipulate that the release of funds for production

will be predicated on satisfactory demonstration of system performance

capability. The procuring agency and contractor have agreed on the

portion of the total test program which must be accomplished prior to
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production release. It was. decided that the formal reliability test

required to. verify achievement of the contractual quantitative require-

ment could be deferred until after Production commitment. However, an

assessment of the inherent reliability designed into the 'NW system

must be made to determine if a minimral acceptable level has been

achieved. If a threshold value cannot be reAched, it will be necessary

to redefine the system requirements ar.d initiate a- redevelopment effort

for an alternative replacement for the OLD. system. This conting /ecy

system will be designated )Z. Now that the foundation has been laid

for this case study, the remaining presentation will adhere to the

established blueprint for solving decision problems.

Definition of the Problem

The primary objective of the designated procuring activity is the

timely introduction of a cost-effective means of satisfying the.

operational need for sufficient warning of an advancing aggressor.

Although the NEN. system is based on existing technology to a great

extent, it does contain some innovative features which constitute

technical risks. There are many component types in the NE system

which are state-of-the-att devices and thus have questionable reli-

ability characteristics. Although there are other uncertainties

associated with the NVAT development effort, it will be assumed that

they will be addressed separately. Thus the problem will be defined:

"From a reliability viewpoint, determine the advisability of committing

funds for production of the NEU system." Thus A is the set of actions

that a decision maker might take regardin the release of production

funds. For illustrative purposes, the following choices are assumed:

iI
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'" aI = Release the fuhds;-proceed: into productin.-

a2 = Wait three months" -r results of performance testing,

in progress.

a3  Wait six months for results of f6rmawl/reliability test.

a4 ,Cancel program; initiate development of the contingency

system.

To evaluate these options, the technical risks associated with NEW

system reliability must be evaluated.

Initial Assessment of Uncertainties

The unknourn quantity in this decision situation is the true system

reliability. So i this case specific values for the system failure

rate, ) , will constitute the possible states of nature. The

contractual requirement for the NEo systen is 10,000 failures per

million hours, fpmh. To assess the procability that the inherent

reliability is less than, equal to, or greater than this specified

value, it is necessary to calculate a point estimate prediction ,and

address the variability associated with it. At the critical desith

review for the NE. system, the information presented in Tables IV

and V was presented by the contractor.
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.Table IV" "-

'NEW System Reliability Predictions

Failure Rates Pr

iUn/Subsystem(o -
XPi piii

A Arry Antenna 2500 10000 .75

B Beam Selector/Steerer 750 3000 .90

C Control/Display Console 700 2100 .90

D Data Processor 300 600 .99

E' Emitter/Detector 600 3000 .75

F Frequency Randomizer, 500 5000 .90

Table V

Parameters for a System Prior Distribution

Qty
'Per a b Iui a.1
y, bi  Y

- ______._(xic
-6) (xio-.) (xio- )

A 1 ,40 " 50 ,000 8000 16000 '

B 2 11.20 835 14 35 2870 344

C 5 Il. 30 4140 T 1030 5240 423

D 1 9.00 2910 3j.0, 310 1

E .35 - 133 2630 5260 3957

S1 .1.0 j420 9,0 950 227

22,630 20,952,
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These tabulated data can be'used to determine esti ites for the

system failure rate mean value, ILs ", and an'y'upper bound,, from

the following relationships,^ , -

i= A

i A
20Ms +  + . -

X -U 22
(5-3)

where Z Noimal deviate for the oni side-d confidence level of

interest (e.g., for U = .90, Z = 1.22)

However, in decision problems there are usually several ranges

of interest instead of Just tw;o (i.e., the..intervals of 0 < X < U

and Q< X <oo). In this example there will be six P(Gj) = P( X

divisions,

0< A,S0.CC3

0.003< X25 0.C05

0.005< YS _0v.-l

0.015< X4 O5-

0.045< Xs 5 0.055

0055< As < 00

To determine the P(Xj) it is convenient for later comparison to

assume that the system failure rate distribution is also Gamma. A

Gamma distribution can be transformed to a Chi-squared, X2 , distribu-

tion with d degrees of freedom by let-ti .g d = 2(a + 1) and x2(d) = 2b

(Ref 153':31). In this case the valuen as and b for the system failure

rate distribution can be determined from p and s,, ince
t
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t, o -

el(/ ari bso Then x' table car, be usred V7,

P,22,d) = X :S k-). The P( ) can be deterdned from the relation.-

ships ( A j) -( .12d) ar.dP(, ,d) - 0.. For exampl, using equatin,

(5-1) aW (5-2) -and the data lietl, it Table V, P( 3) ca. be emputol

as follows,

as :94

fa-

: (.o2263)C
2

,.00020952

2.46

,b

= (.022630)
.00020952

=108

X72 2ba Xu2

= 2(l08)(.005)

: 1.08

P(x2,d) = P(1.08,2(2.46) + 2)

= P(1.o8,6.92)

: .0070

A3 2(109)-(.015)

P(X ,d) = P(3.24,6.92)

S.1381

t "9
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P() X'' 3" "l P d

.1381 - .0070

= .1311

The above sequence ,was repeated for the other P( .,) and the results

are listed in Table VI along with assigned point values, Xaj, for each,

Interval which will be used in subsequent calculationd.

Table VI

Values for P( Xj) Based on Predictions
j xj- ", X u.1 (O2.+ ) PXXI : u ?(Xj,2a + 2) P( ? .' aj.

1 .65 .0014 .0014 .002

2 1.08 .0070 .0056 .004

3 3.24 .1381 .1311 .010

4 9.72 .7936 .6555 ,030

5 11.88 •8959 .1023 .050

6 Go _ 1.0000 .1041 .060

Comparison of Consecuences

Now that all prior knowledge concerning NEW system reliability

has been quantified, the impact of the various Xj on each of the ai

can be determined. In this case, the primary concern is to minimize

anticipated life cycle costs since it has been assumed that the

performance effectiveness of the NEW system is acceptable. There are

many ways to estimate life cycle costs, most of which are rather

elaborate and time consuming if any reasonable degree of predision

is desired. The essential elements consist of development and

acquisition costs and operation and maintenance, 0&M, expenses. The

4,0
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factors which relate to thes .bIC'b bosts for each of the systems in

question are provided -in Table VII. The most significant portion of

total life cost is the maintenance expense. Table VII contains the

costs of monthly maintenar.ce (assuming 5CCO per repair) for each

assigned kailure rate, Aaj, and various system quantities.

I
41.
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Table VII

Life Cycle Cost Factors

System
Factor, OLD NE XYZ

Prototype Costs, P - . $ 50M $ 75M

Price per System, A $ 2M 12.5M

Delay Costs/Quarter,. D - $ IM -

Cancellation Costs, CJ - $0-75M *

O&M (Cost per Repair), R $ 5K $ 5K $ 5K

Observed/Specified ) .05 .01

;Number of Systems, N 60 60 60

'Delivery Rate (Systems Per Month) - 5 5

Development Time (Months) 0 24 j

Production Lead Time (Months) - 15 12

C 75M; C2  5OM; C 25M; C C5 -C 6  0 j

41
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Table VIII

Monthly Maintenance Expense, RN (In the millions of dollars)

Nut
of System Failure Rate

•SyS
N .002 .004 .01 .03 .05 .06

5 .036 .072 .18 .'54 .9 1.08

10 .072 .144 .36 1.08 1.8 2.16

15 .108 .216 .54 1.62 2,.7 3.24

20 .144 .288 .72 2.16 3.6 4.32

25 .180 .360 .90 2.70 4.5 5.4

30 .216 .432 1.08 3.24 5.4 6.48
35 .252 .504 1.26 3.78 6.3 7.58

40 .288 .576 1.44 4.32 7.2 8.64

45 .324 .648 1.62 4.86 8.1 9.72

50 .360 .720 1.80 5.40 9.0 10.80

55 .396 .792 1.98 5.94 9.9 11.88

60 .432 .864 2.16 6.48 10.8 12.96
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Another important consideration in-this particular case is-the impact

that additional time has :on effecting reliability improvements.

-P6tential enhancement of reliability is dependent on many factors,

including current technology, available resources, physical, space,

etc. There is no universal reliability growth model that applies to

a1l types of equipment in any stage of development. For illustrative

purooses, a simple linear relationship of estimated reliability

Improvement versus time is considered sufficient. To account for the

aiditional time advantage in subsequent calculations, an estimated

reliability improvement factor, I (MiX) wil1l be used. Values for

I (M,X) for-M = 0-30 months and A = .004, .01, .03, .05 and .06 can

be obtained from Figure 1. For simplification, I (M, .002) = 1.

Now that all the pertinent information ar.d relationships

regarding 'individual cost elements for both existing and planned:

systems have been discussed, the expiessions for computing the Cij can

be presented. Specifically, the Cij represents total life cycle costs

for a tien-year p~rriod commencing with scheduled production release.

The delivery rates are such that a mix of existing and replacement

occurs only during one year starting with the first increment. During-

this year, there is an average of 30 each preseht and replacement

systems. For the alternative decisions, the corresponding consequences

are:

41+
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C +t 6OAn + 15k(6Q,.05) + 12R(309.05)' +

12O~ + 105P.(0, ) (-4aj aJ

= ft + 6OAzi + D, + 18R(60,.05) +. 12R(30',.o5)

42R(09 X + 102R(6O,

'(3 kj 0(0-5)

C'3j +OAn + 2D + 21R(60,.05) +- 12R(3b0,.05) +

MOO x + 99*((0, X~

1(6t,J) (5-6)

C - P + Px + 6QAk + 36R(60v.)5) +12R(3090 ) +

12R3n- x-

[IR(0 I(2) 4 (~ X-J (57

Thus, fromi equation (i-6) 9 C33 (iii million- -of iollarr) can be

detezivrled tz 'los

C33 =50 + 120 + 2 + 21(10.8) + 12(l.4) +.

=670
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The remaining-+ Cij were+ calculated, in+ a similar manner and the

results are listed in Table IX. Since the Cij are expressed in

quantitative terms, assignment or utility 1 iasures is unneessary.

Table IX

Production Release Decision Matrix

(Cij in millions or dollrs):

+De++isio -te~ _____ ____ ____ ___

a1  Proceed 445 493- 624 1116 1596 1836

a2 Wait 3 mos. 477 521 -652 1039 1363 1498

a3 Wait 6 mos. 509 551 670 987 1220 1315

a4 Cancel 843 846 ,893 994 1053 1072

Calculation of Exoected Value

The solution to this production :release decision problem is to

take the action, ai, which is most likely to result in the lowest

lire cycle cost. This selection can be made by comparing the expected

value or each alternative, E(aj). The E(ai) can be computed from the.

data in Table IX by using equation (2-1),

47
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'For example,

-E a1) = ciP(AY-
J-A

= (445)-(.0o14)+ o(493) (.0056) +

(624)(.1311)" + (1116)(.6555) +

(1596) (.1023) + (1836) (.1041)

$1174 (5-9)

Similarly, the other E(ai) were computed and the following values ,were

obtained for E(a2) , E(a3),, 9(a4) respectively:. $1069M, $1000M, $994M.

Thus, the logical decision based on predicted reliability data only,

is- a4 or cancel the NOW prograi, and initiate procurement of the XYZ

system.

Second Assessment Of Uncertainties

However, in addition to these analytical predictions, 16gs of

individual unit/subsystem operating times and failures have been

maintained as portions of the N&I system have progressed through

various phases of testing. The specific information reported is listed

in Table X.

Table X

Cumulative Unit/Subsystem Test Data

Unit/Subsystem A B* C D IE F

Total Failures fi 5 1 4 0 1 1

Total Time ti 1500 2000 4750 900 2400 1500
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.These data also reflect a o-measure of system reliabflity and may

-be used independent of the prior information to determine estimates for

V P( ). Again the x2 distribution may be used by letting d = 2(t + 1)

and' x3(d) = 2tAuj. If it is assumed that the data in Table X represent

f = 12 failures; in approximately t 1 1000 equivalent hours of system

joperation, then theI P(X) can be determined: using the same procedure

as before. These P j) - based solely on the observed test data -

are listed in Table XI. When these probabilities are used in the de-

cision matrix (Table IY) , the values for E(ai)' are: $755M, $755M,

$755M, and $920M. Therefore the test results are inconclusive as far

as a definite decision is concerned-.

Table XI

Values for P(.\,) Based on Test Data

jXP 2i)XU P(4,2f + 2) P()Xaj

1 6 .0000 .0000 .002

2 10 .0020 .0020 .004

3 30 .7324 .7304 .010

4 90 1.0000 .2676 .030

5 110 1.0000 .0000. .050

6 Co 1.0000 .0000 .060

Final Assessment of Uncertainties

The test data may also be combined with the prior Information

recorded in Tables IV and V to produce a more accurate revised system

tail'iie rate distribution. The parameters and statistics of the

49
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posterior distributions *ill e dlstihguished fom prior values by

using script letters and bold type. The posterior parameters for the

unit/subsystem failure rate distributions are A = ai + fi and

Bi = bi + ti. The posterior system failure rate distribution mean

and variance are P. and js, respectively. In this particular case,

when -the individual unit/subsystem "pSeudo" and actual failures and

operating times are combined, the resultant values for Ai and Bi are

those listed in Table XII. The values for ts ir 2are determined

by following the same procedure used to obtain #3 and a,! Likewise,

the system Gamma parameters, A. and Bs, can be computed the -same -way

as before. These quantities may then be used to determine the

individual P(.\-j) from expressions associated with Bayesian one sided

upper confidence limits given by Nagy (Ref 153:29).

X2 (d) = 2B s Xuj'

d = 2As  (5-10)

Again, since the Nu. are stipulated, the values for can be

calculated and the x2 tables can be used to find P(x,2As). The

values for P( ? j) which tesult from these computations are listed

in Table XIII. When these revi sed estimates are used in equation

(5-8) to compute the E(ai) the results (in millions of lollars) are:

652, 674, 688, and 898. Thus, the preferred course of action is

clearly a, and production release may be granted without delay. Note

that this decision is th§ reasonable choice although Vs is greater

than .the -failure rate specified in the contract. In this case, it has

been illustrated that the planned deployment of the IEW system with

an estimated reliability of approximately only 87% the required level.

50
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is maore ~cb effectiv than' the oontinued, use, 6f the'.~D O system ofr

the three year delaY required for thle YZ s6'tet3
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Table XI -.

Parameters for a System'Posterior Distribution

Item! nI  A1  I  ,  1 .i nl
.(x 10-6) /

A 1 5.40' 1550 3484 3484 224.8

B 2 2.20 2835 776 1552 54.7

c 5 5.30 5990 e85 1425 74.0
D 1.. 9.00 30 300 300" .

E 2 1.35 2533 533 1066 42.1

1.40 1920 729 729 38.0

11, 556 434.6

Table XII

Values for P(X j) Based on Combined Inputs

1 X2= 2B XU P(X3,2A) P(CX)X

1 15.95 .0000 .0000 .002

2 26.59 .0001 .0001 .004

3 79.77 .9425 .91*24 .010

4 239.31 1.0000 .0575 .030

5 292.49 1.0000 .00o .050

6 00 1.0000 .0000 .060
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VI. Asses.mentTechnioue Anay.ris ard Refinement

The eample information--used in the exaznpie presented was -obvIou"iy

selected to illustrate a point. There is absolutely no guarantee that

[ the pooliig-of reliability predictions and, test data will always result

in such a drastic change in the preferred course of action. 'However,

the scheme outlined does prfoduce better infdrmed decisions which are

normally less costly because less experimentation is usually required.

The reasont for this is better appreciated if the contributions of the- two

inputs are analyzed.,

Examination, or' p Contributions

As mentioned in Section III, the ciantification of prior informa-

-tion (in this case reliability predictions) narrows the range of

exploration for the true state of nature (system failure rate). The

outcomes of experimentation (failure and time data) provide a further

reduction to the area of consideration by decreasing the variability

of the initial estimates. These contributions are apparent when the

unit/subsystem and system failure rate densities are examined. In the

example, the greatest amount of uncertainty was contributed by items

A and E. The prior and posterior failure rate density functions for these

two Items are plotted in Figures 3 and 4 respectively. In each instance,

the posterior variance is considerably smaller than the prior variance.

The magnitudes of difference car, be determined by comparing the values

for aj2 and d 2(listed in Tables V and XII) for these two and the

other items. t(Also show.n in Figures 3 and 4 are g (X; A,B) for other

selected test data for comparative purposes.)
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Figure 3. Effect of Test Data on Antenn~a Array Gamma Distribution

5"



GRI/

V 1400

1200

Iwo

+

600 
&Ijures
2 

600 

t 2 -00)

'100
Failure~ ( Rae ). 

;t

4. C st at ~ miter~ etc GWM' Dpriortof

'40 09;

-. 1terlo



F GREMATH-/66-ll

The values of u -and 4. ,2 al so be found in Tabies V and XII.

-These quantities dictate the-shapes of the prior and posterior system

failure rate densities. Again the posterior variance is less than the

prior, and ,therefore, the range of the true system failure rate is

smaller which results in a.moreaccurate estimate of reliability.

Another factor which influences the accuracy of the P( ) quantities

is the assumed system distribution.

Gamma Vs Normal System'Distributions

As previously stated, a Gamma system failure rate distribution was

assumed as a matter ,of convenience." Another statistical distribution

which is widely known and easily applied is the Normal distribution.

However, in order to employ the Normal distribution two parameters

must bespecified or estimated. To analyze the sensitivity of the

assessment technique used in the example, four additional sets of

sample information were assumed and resultant choices compared with

original decisions. Rather than assuming a particular value for the

standaird deviation of the hypothetical test data, it was decided to

create sufficient information from which a sample standard deviation

could be computed. The additional sets of-information include two

unfavorable sits and two favorable sets as compared with the original

example sot. The unfavorable' data include both the case in which the

same number of failures are observed in half the time and the case in

which twice the failures 'are observed in the same amount of time. The

favorable data include both the case in which half the number of

failures are observed in the same amount of time and the case in which

the same number of failures are observed in twice the time. The
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sample failure inforation ftirheie tour.nw cases plus the'original

case is presented in Table XIV.

For each set of data, a -set of P( A-j) -was computed twice - once

assuming a Gamma ,system distribution and again assuming a Normal

. distribution. Then the Normal distributicn was assumed, the sample

Sand 2 were calculated from the -'olloing relationships,

s
,m J=l t-

~2 2
;=2=s (I/tj- s)2

m 1 (6-1)

For example, using the data in Table XIV in the first and third,

columins,

12 35 40 45

= .024253

11 r.t (.02857! - .024253)2 + 5(.025000 - .024253

+ 4(.022222 - .024253)2 + (.02000 - .024253)?]

.002605

To obtain the P()kj), it is necessary to ccrnpute Zj (Xuj - s ds

and then use standard statistical tables to obtain P(Zj) = P(X s Xu).

The P(Xj) can than be determined from the relationships P(?\j) =P(Z -

P(zjJ.I-) and P(Zo) = 0.

The results of recomputing the E(ai) for each set of. data are

listed in Tables XV and XVI when Garrra and,,-.Nrmal distributions,

respectively, are assumed to apply. Analysis of' tho -results

Indicates that the assessment technique Yields the save decision for
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l able XIV

Saml e- iailuL'e In!'ormationi

Time Numiber of Failures
Between
Failure 'Example Ui'airorable Unfavoz'a'le Favorable Favorable

('hrs), ,Case (f,,t), Data(fC;.5t) Data&(~'t Data (5,tt), Data (f,2t)'

251

30 2

35 2 3

40 5 8'

45, 4

50' 1 3[

551

70 '2

* 75 1

851

10 ~ 3

95 2

100 1

13511

15011

155 1 2

165 3

170 1 1

175 1

180 2

205 1 1
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Table XV

E(aj) Values' Assuming Gafa System, Distribution

P( Xj) Data -Source E(aj) E(a 2 ) E~ 3 ) Et'a,).

Prior Information (Predictions) 1171 1069 1000 994*

Unfavorable Test Data (12/500) 1101 1027 976'* .

Unfavorable Test -Data (24/100,0) 11.1i '1039 93* 9

'Example Case Test Data (12/1000)' 755* 755* 755* 0,920

Favorable test Data (6/1000) 59* 62 4 -

Favorable Test Data (12/2000) 632*, 662 685I 950

Unfavorable Posterior (12/50Q) 1081 10-1, 964* '983

Unfavorable Posterior (24/1.000) 1116 1039 937*

Example Case Posterior (12/1000) '652* 674 688 899

FavorAble Posterior (6/1000) 617* 645 664 9:6

Favorable 'Posterior (12/2000) 650* 680 702' 9)62

*Mihimum-E(ai)

I
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Table 1VI

3(ai) Values Assiaing Normal SyteMu Distribution

P'( A ') ata Source AE(ai). E(a) V~al) v
2-

Prior Information (Prediction&) 983 9e6- 891* 92

Unfavorable Test Data (12/500) 1116 1039 98* 14!

Unfavorable test-Data (24/1000 1098 1024 95*r

Example Case Test Data (12/1000) 704* 711 716

Favorable Case Test Data V /1C00) 610* 6 J8 65

Favorable Case Test Data (12/2000) 661w 680 692

Unfavorable, Posterior (12/1100), -10719 1010 96'3*

Unfavorable Posterior (24/1000) 1092 1020 97 2

Example 3ease Posteribr (12/1000) 648* 671. 6?5 8;

Favorable Posterior (6/1000) 615* 643 662 FSK;

'Favo rable Poster ior (12/2000) 610* 647 665

*M~inimu E(ai)
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either distritution- exceot vhe!!.,.ohly thA prior iriformtior. lfs -ted, toF qpute the P(- k Also the extent ~of discrimination betwjeen the

X(ai) ooemputod from, the same data -base appears to be rerarecatly similar[ -for the tWo assumed-diitributions. Comparison of the E(aj) tased on

umf'sorable vs favorable'test results reveals that. the intuitive-de.

crease in calculated-value occurs as fewer failures are, observeiO i~n

greater time., Qveral-l, the assesiont technique seems 'reali-ztic and

practical1.

21 Fhir gft Considerlitions

In additionk to the featires of the technique presented -th te

exmple, and di.scuseed above, there are two other refinements -whi-ch are:

considereA worthy of discussion. One pertains ta the consvi'ieration of

different opinions when~ assigning parameters of the unit/subsystem

prio falure rate distributions. The other relates to the treatrnrt

of different types of test data when determining operating t!ires.

Welzhting LrIor Asn1irrjents. There are many instances in which

different individuals provide Inputs for the various pieces of equip-

mnt that make up a system. The analyst might also, w.ish to 6ombine

th. inputs from several source--,in order to formulate a single~overall,

estimate for an item failure rate. Fox advances the idea of assigning

weighting factors to each contributor (Ref 84:3). These weights can

be based on either the contributors accuracy and consistency of pre-

vious predictions or his extent of participation if a joint assessment

is required (i.e., a prior based. on combined governmert, consultant,

contractor inputs). In either case, if a weighting factor 0 is

assigned to the kth of r individualsi then the parameters for a

61,



GRE/MATH/66-1 1

.GaWm prior can be computed.from.the following expressions,

a= #

b kbc
k 

1

Weighting Heterogeneous Test Data. The other weightihg factcr

considerdd important is a multiplier which accounts for the difference

in severity of the Oarious types of tests to which an item is usually

subJected. The. concept of attaching more significahce td data ob-

tained under more difficult environments has been prop6sed by Pczner.

He states this may be done "by weighting the time .experienc6 in- par-

ticular environments by the k-factor c6rresponding to these ....-

merits. These k factors are environmental failure rate acceleration

factors such as those in MIL-STD-756." (Ref 162:1,39). Test severity

weights need not be of the magnitude generally associated -ith

acceleration factors. The important consideration is that the v.alue

computed or--ssigned reflect the extent of additional exposure ex-

perienced by the equipment beyond that normally expected. As with

the reliability predictions, test severity weights based on considered

zopinion or technical Audgment of .competent engineers may be used.

Again, if several subjective inputs are -to, be combined, the con-

tributors, weights can be included in deriving an overall set of test

severity weights for the various types of tests to be performed. in

general, a value k for a particular test can be determined from the

following expression,
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where = =contributors weight

k = individual test severity weight

r = number of contributors

Note that the term used for the contributor's weight is different

than the one used inassigning priors. This was done purposefully

to distinguish between judgements pertaining to reliability prdaictibns

and those" concerning difficulty qf test environments.

With the addition of these two weighting factors & recap- of the:

revised assessment technique for the general case is in order.

Revised General Approach

Tne Bayesian reliability~assessment technique may be implemented

in a variety of situations, It is not necesaiy 'f6r the situations to

'be based on the need to make a particularf decision as was illustrated

The procedures outlined and methods presented may also be.used for

periodic determination of the status of reliability achievement. In

summary, the following step-by-step activities are required to obtain

and update reliability estimates using subjective evaluation and Bayes

techniques: [
(1) Quantification of all prior knowledge concerning failure

rate predictions. This effort may be a singular or

combined input. If combined, contributor weights may

be used to obtain single values forprior parameters

for calculation purposes. The assertion of uncertainty
must be carefully considered in light of potential
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impact when combiziwith, measured data. Parameters

for ,prior distributions ,may be determined by a variety

of methods and Tables I an II should be beneficial.

(2) Determination of a system prior distribution- This may

be accomplished by summing the means- and- variances of

constituent element failure rate distributions. If only

a one-sidedupper confidence limit for the system failure

rate is of interest, equation (5-3) may be ased. It

di'screte intervals are desired, then either a Gamma or

Normal system distribution may beassumed and particular

probabilities may be computed as illustrated.

(3) Collection of time and failure data. This is the most

critical activity associated -with any estimation task.

Posteriorestimates are only meaningful if they are

based on accurate and complete ir'ormation. In order

to obtain high quality data, special emphasis must be

placed on the proper training and motivation of personnel

responsible for maintaining records. There is also the

question of which types of anomalies to consider and which

ones tocensor. -The definition of relevance is many times

a subject for negotiation if the products of theassess-

ment effort are used for acceptance purposes. Also, test

times may be adjusted to reflect severity of equipment

exposure. This should be done before tests are started

to avoid undue bias based on outcomes.
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(4) Deteftination of a. posterlor distribution. This

involves adding the constituent element "pseudo" f-ilures

and times with, corresponding observed values to modify

the prior parameters. System* reiiability indices can

be computed' from the posterior distribution in the same

manner as from the prior distribution.

(5) Analysis of sensitivity. This optional task may be

performed if there. is doubt concerning the impact that

a particular quantity has on the overall results. If

mie precision is desired than that achievable from

assuming either a Gamma or Normal distribution, then

Monte Carlo techniques can be employed to determine

exact confidence bounds.

The tasks outlined above are quite general and are considered

to be useful for widespread applications. To facilitate the recording

of the inputs necessary for a Bayesian assessment effort, sample

workiheets are included as Appendix B.

65



VI. onclusions. and Recamerdations

Conclusions

It has been shown that Bayesian statistics used in conjunction

with decision theory offer a suitable framework for solving cost

effectiveness type. problems involving- unce!,tainty. When the uncer-

tainty is reliability, there, is considerable advantage to be realized

in combining predictions with test data to obtain greater precision in-

the reliability estimate. Therefore, it is concluded that the-

implementation of Bayesian 'techniques in the, solution of reliability

decision problems can produce more conclusive results "-.ith the rdde-

advantages ,of being economically practical and intuit-;ey appealing.

Recaamendatio s

Based on the findings of this study, it is recummended that the

reader -desiring to further pursue the field of Bayesian statistics

consider the following topics:

(1) Development of simple algorithms and other aids to

ez;tablish prior distributions based on predictions.

(2) Investigation of other closed distribution forms to t

fit the .system failure rate.

(3) Development of a simple generalized Monte Carlo model

which can be used to determine exact system failure

rate bounds.

Also, it is suggested that this study be used as:

* (1) an aid in the study of Bayesian statistics and decision.

theory;

' 6,
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as a source of references* and possible thesis toics

for future Air Forre institute of Technology students.

I

67

Li



GJE/MAT}I/66-fl1

I ibio Iaihi

1. Aggarwal, 0. P. "Bayes and Mlnrtiax Procedures in Sampling From
Finite and Infinite Populations-l." Annals Mathematical Statistics,
X0:206-218 (March 1959).

2. Aitchison, J. "Bayesian Tolerance Regions." Journal Royaln
Statistical Society ), -6:161-175 (Number 2,'1964).

3. AMCP-702-5. Plarn-_-z Guide for Demonstration and Assessment of~ ~~~Reliability and Du.rabi" l -t .. "., shington, D.C. :-Army Material ,N

Command, February 1969. AD710215.

4. Amstadter, B. L. Reliability Mathematics: Fundamentals; Practices;
Procedures. New York: Mlc"raw Hill Book Co., !nc., 1971.

5. Antelman, G. R. "Insensitivity to Non-Optimal Design in Bayes-an
Decision Theory." Journal of the A.erican Statistical Association,
60:584-601 (June 1965).

6. Bab llisj R. A., and A. M. Smith, "Application of Bayesian
Statistics in Reliability Measurements." Annals of Reliability
and Mintairablit , 'Volue 4, Practical Technioues and ADD!i ation.
Washington, D. C.: Spartan Books, inc., 1965, pp. 357-365.

7. Balaban, H. S. "A Demonstration Bayesian Approach to Reliability
Demonstration." Annals of Assurance Sciences; Proceedings of the
Eighth Reliability and 'aintainabilit Conferencei New York:
Gordon and Breach Science Publishers, inc., 1969, pp. 497-506.

8. ------. "A Bayesian ADproach for Designing Component Life Tests."
Proceedings 1967 Annual Syrnosium on Reliabilitv. New York: The
Institute of Electrical and Electronic Engineers, Inc., 1967,
pp. 59-74.

9. Barish, N. N. Econcm_6 Analysis for Envineerine and Manaverial
Decision-Yakinp. New York: McGraw Hill Book Co., Inc., 1962.

10. Barnard, G. A. "Thomas Bayes - a Biographical Note." Biometrika,
I5:293-315 (195).

11. Bartholomew, C. S. "Reliability and Program Decision Making."
Proceedings 19.17 Ann l S:..nosiiurn on Reibflity. New York: The
Institute of' Electri6al and E1ectronic Engineers, Inc., 1967,
pp. 148-161.

68



, IREI II T// liI:

12. Bartholomew, D.C. "A Comparigon of; Some Bayesian and Frequentist
Inferences." Biometrika, .2:19.35 (1965J).

13. Bell, C. F. ReliAbilitv of Aircraft as D6ternined by ODeratioh a!
Fi eld Tests: The Need for Pr 6er. r es DssiEn and Data ReQui. ments.
Technical Paper' N-. P-4054. Santa Mnica, California: RAND
Corporation, April 1969i AD686414.

14. Bellinger, D. Q., et a. Reliability Prediction and Demonstratn
for Ground Electronic Eauivment. Technical Report No. DC-Tir "
280. Redondo Beach, Ca]ifornia: TM.. Systems, November 1968.

15. Reliability Prediction and De _oAnstrajIon for Missile and
Satellite Electronics. Technical Rezort No. RADC-TR-68-261l
Reddndo Beach, California: TIKR Systems,. November 1968. AD844973.

16. Benton, A. W. An Investiation of the Cq+arcters-ics of
Bayesian Confidence Inter-als for Data. Technical R eort
No. ARDC-TM-14. Aberdeen Proving Ground, M.ylnd beee, C . ayla..d. Aberdeen
Research and Development CenTer, November 1969. AD698466.

17. Bernberg,. J. G. "Bayesia Statistics: A Review." Journal of
Accounting Research, 2:10818 (Sprn 196k)

18. Berndt, G. D. Some Modeisla...' Th-.icou..es for Eva!uating Ste.
Reliability. Technical le i a.um .. :.o. S.LC-OA-D-69-2. ofNutt
Air Force Base,, Nebraska: Strategic Air Conar.d. May 1969.
AD852217L.

19. Bhattacharya, S. K. !'Bayesian Approach to Life Testing and
Reliability Estimation." Journal American Statistical Assocsia'on,
62:48-62 (March 1967).'

20. Blake, R. E. "Predicting Strdctural Reliability for Design
Decisions." AIAA Journal of Snacecraft and RocketF, 4:392-398(Ma rchi 1967).'

21. Bogdanoff, D. A. Bayesia Inference for the eirl Dist-' - i
PhD Thesis. Oregon: Oregon Stat o.

71-12,658.

22. Bohrer, R. "On Bayes Sequertial Design "ith Two Random Variables."
Biometrika, 53:469-475 (1963).

23. Bonis, A. J. "BayEsian Reliability Demonstration Plans," in
Annals of Reliaillty and %Maintainability, Volume ,Achievin
Systers Effectivoness. New York,: :merican institute of Aero-nautics and Astronautics, i966, ;pp. 861-873-

24. B1ot, J; C. G. Statistical Aralysis for Mrareria! Deci Ions.
New York: McGraw-Hill Book Co., inc., 1970.

69



GRE/MATI4/66-11

26., Box, G. E. Po, and d. C.. Taio..- Bayesian Inference. ReadIng,

Massachusett: Addison- Weley,.(doheduled forpubicaton_ 173)

BAce,L Bayesian TnlssfB reatuent Pof a.1 ~jTie Comprison

P7 robm JCfordncea Praiiti Ses.~ibiy TechnicaltN; HMS
Reor Dalas TeG-as: Dengoaten ofC* Steatistns, Suthe-.ru

Methodist University, 24 November 1969. AD700229.

2§. Breipohi, A.M.$ et al. "A Consideration of the Bayesian Approach
in Reliability E-al~tion." IEEE Transactions on Reliability,
R-14:107-113 (October 1965).,-_____

30. Brelpohl, A. M., and V1. C. McCormick, Jr. "Bayeiian Estimation

of time Varying 'Reliability," in Annals of Assurance Sciend'is:
Proceedings of 7th Reliability arZ 3T1inrtainabilitv Cnference.
New York: OniE ocety of mec-nanical E-ngineers, 1968, pp. 37

31. Breipohi, A. M. Probablist'ic Systems Analysis. NerW York: John,
Wiley and Sons, Inc., 1970.

32. Brender, D. M. "Reliability Testing In a Bayesian Context."
19ev6 IEEE International Convention Record Part 9, 14: 125-136

33.---- "The Prediction and Measurement of System Availability-
A Bayesian Treatment." IEEE Transactions onReliability, R-17:
127-138 (September 1968)-.

34.---- "The Bayesian Assessment of System Availability - Advanced
Applications and Techniques." IE -EE Trainsactions on Reliability,
R-17:138-147 (September 1968).

35. Briggs, W. G. "Reliability Statements Under'Uncertainty." The,
Logistics Review, 3:11-19 (January/February 1967).

436.-------. Statistical Decision Theory for Logistics Planning.
Technical Report No.TT153. Camrbrig~, I.assachusetts: Instru-
mentation Laboratory, Massachusetts Institute of Technology, May

* 1963.

37. Britt, P. S., and E. L. Ibbotson. A Bayesian Approach to Deter-
mining the Sample Size for Ulaintainablilit: DemonstraEton. Th1Fesis
No S7-/qn. ~rih-atro Air Force :3ase, Ohio: Air Force
Institute of Technology, June 1969. AD557547.

70



38. Cambii-E. The Rtliabilltv of' a Snace Vehicle Launcher System
A Theoreti^.2:. oArcdah., Technical Memorandiin No.. £LDO.TM-1O7.
Paris, France: European Space Vic Laue Dvlomn
Organization, March 1963i

39. Canavos, G. C., andC. P. Tsokos. "A S tudy of an Ckiir and-
Emirical tayes Approach to Reliability. Estimation in the Gar.-A
Life Te!Fting M dei,", in Anrals of As'.rar-e, Sciences:
1971 Aninual S~mo~l on: R31iabillt. 1:work: The Institute
of Ele 6trical and ElecL."onic Engi.ers, Inc., 1971, pp. 343-349.

40i. Canfield, R. V. "A Bayesian ApproAch to Reliabilit-j' EtivAAWtion
tiing a Loss Funtion." IEEE Tran-actionks on Reliability. R-19:
13-16 (February 1970). --

41. Cartland,. J. Z., Jr. An.Ad Ho aysin 'Method, forDtemr:.
Lower Corfidence Limits. Masters Thes-is. M~onterey,, Califfor:.ia:
U.S. Naval Poistgmaduate School, September 1.70. A921,3375.

42. Chen, C. H. "A Theory7 of Bayesian Aearning- Syste-m."1 14EE
Transactilonsr cn S~vtem Scienbe and Cy~cern~tics, aa2=5:30-37
(January 1969o).

43. Chernof, . and S. N. Ray. "A Bayes Seoue-tial Samp)lin~g
Isection Plan." Anr-als 111!a __________al S~tgtcz

(October 19645). S. 3l3

44. Chernowitz, G., et a!. Guide for Dvelopment of Statistical
__________ for a -. 1-lt

Quality and ?ea~c:ii:-:. I echnlcal !prrt '_-o. A?J-3-61.
Ridgef'ield, !:sew Jersey: Aerican Power Jet Company, June 10164.
AD632011.

45. Clarke, R. W. A General Cm taonlAlgorithm for Ea-esian
-Conf'idence Boni- with A -liatior t1o the- iul Lozncornai,
and Gamni.a Densities. T echnical. !"eort 1:o. MV-6911. Wat.1e:rvlle-t
Arsenal, New Yor-k: :Benet 1R & E IAc orat orles, Yay 19,69. -ADCSM62.

46. Clevenson, IM. L. Subt'ozula tion identi 'Ication Usir.a the Rayesia:
Approach.' Techn%-ical tMerorandum :,,o. SCT-77~.Albuquerque,
N#--. Mexico: San~dia orp., September 10'-. 003O63L.

1,7. Cole, P. V. Z. The Use off -aves T!-.;ories in Reli1ability
Estimates. Technical Reoor-- No. Wn?324.O.~Y-2 au,
Hawaii: 'Q-kal ty EValuation Laboratory, Naval .Arunition Depot,
December 1916. ADF'f3575L.

48. ---- A Distriltuted Estimate for arDia,jjt, 171. LaT C.0,~_
Moiel., j'c:ia0Rtrt~. TD;iP~j-'.D . CY- Oahu,
Hawaii: Qu~yEv alation Laboratvory, ,.a,;a'L Ammunition Depot,

* ~~~Octo- er 'C.A~W

71



GRE/kATH/66-11

4,9. dob~ir, J; t.' valuatinv~ -lao Svte Accuracv 'f'romn a..

Ca sicaae Piai JA.Dr6ach. 'Thesin No. GSA/S%1 /70-5. Wright-,
-Pattersdn. Air F'orce Base, Ohio: -Air- Force -Institute. of'Tech~oioy,
,4uhne 1970. ADES7hJ94.

50.i Couture, D. J. 'So .e Practical Emprical F~jes,Procedures for Use
in Weibull ?el=iLitiJ. 'PhD:J) T h-sis Texki. Texas Tech Universi'y
December 1973. Order No.7-784.

51.6 Daviis, .G., M. " Dcision-Makirng Under Conditions of Unc~rtaint:;
An Appikation to IntermodelCarrier Selection." The .Lbzistic?,
Review, 2:9-26' (W inter 1971)'.

52. Deele~, J. J. , and tW. 5.. Zim~mer. "P~artial Prior izformdtibn a-d
Shortef Conf'iden- e IT-4er~als ," in 'Annals of' A1psurance Scien'ies':
ProceedineT o' thed E" =hhR4ib1t-aA1 ataiitv
Cference. .,;w~ok Gordon and 'Breachn, Sci~rnti ic Puth1he,

Inc.,, 1969,. pp. ?-46

53.0 Deeley, s al,~ ~ "On the Usef'ulness of' the Maiimum Entropy
Priinciple in the- Bazvesian Estimation of' iel~ability."t IEEE
!fransactio:ns cn Reliability, R-19:1110-1115 (August 1970).-

54.Dee, 3. 5., and J. . Zimmer. "Some Comparisons of' Bayesian
And Gl hssica2.1 'Cnf'denCe Inter-vals in t;he E '7onentiai Case.!' i
Annals of' -'-- r c;Pred.s of, '7th Rellabilit-' and

'Maintainabilce Z.''- e'C ok:Lmerican Society o--'
Mechanical' ~nes 93 pp. 3366-371.-

55. Delvinetti, B. 1"Fdresight: its Lca-.cal Laws. its Sutjective
Sources," in: S-:-ii4  in Su~~c--'r ol-aility adited byKycurg,
H. E., Jr., ani :4. E. Srw.okler. Newg York: john Wiley, 1964.

51(. De~root, M4. H. CptinalkStatistical Deci-ions. New York: McGrawa-
Hil Book~d'6i-, inc., l

57. DeHart, J., and H. D, McLe'nghl in. "Using Bayesi'an Methods t-o
Select' ii.eSivn V-th Know..n abity ithout a Confiden-ce
Interva:1," znn-l of' Reli~cilit-,r and Mairta inabili t:.. Vol-=e -

-Achievingo S-ss! 'Nfc~ e~s-. ew Yllorkr: ATve3ican Institute
of AOronautlie an-d Astrorautoio&', in. 1966 pp. 611-617.

58. PDempster. A%~ Genralization of' B! ves~an "tnference.
Tenhnical neprt No. TR C)f'Ombridge, Xasazhus-&tts: D epartze 14

of'Sats ~,Harvard Uriest;."6e~r1967. AD661659.

59. Deiittt Cm. j~ c-a. Reliabi lji- Prediction, and Demon trat --*n
for A; -- orne. H roi Technica:l R port ','6' RADC-TR-6S-223'
Culver ('U Csi'riiAero. pace -Graup, Hughes A ircraft Co.,

August 1~ DLO5

?2



G~t/MTH/§;. 1

-60. .Dixon, D. 0. , and R. P. 'Bland. A -Bayes So'lution 'for the Problem,
oil Ranking Poisson Parametiersi.! -Tb-chcai R'eport '.o THEMIS-SM'J,-TR-

U7 allias, -Texas:,Department df stati-stics, Southern Methodist
University, March 197C. AD704797.

61. Drake,A. W. .Research -in the Control of Coi~oldx Systems.
Techni.cai Report No. X&ID79 . Cabide Massachusetts:
Operations Research Centerg,?.Iassachusetts Institute of Technology,
'May 1967. AD700763.

62. - ---- B1ayesian St~tistics for the Reliability Engineer,."
Proceedings 1966 Annual 'Symoos'ium on Re1'iability. New York:
The Instut7 E-lectrical and Eletronc Engineers, 1966, pp.
k15-320.

63. Draper,, N. R., and Ii Guittmen. Bayesian E s i~1a ti-*on of the
Binomial, Parameter N. technical Report No. U111IS-DS-7I25"0.
Madison, Wisconsin: Department olf S-'-ttsti*cs, University of
Wisconsin,,January 1971. AD717606.

64.------- the Value of Prior 'Ihformation. technical Surrmary Recort
No. M~d--T.~ ladiso, 7.dsconsin: sMathematics Research C eintexr,
University of Wisconsin, januai, .1968. AC679928.

*65. Druas, T. M. Reliability Demcns'ttlon Test Plans for Aerbscace
Systems Based on Baves i an Conceots. ?P.D' Thesis.. 'Los Angeles:
UniversifyFo3T 'ouTh-ern Califtornia, '1972'. Order No. 70-23.154.

0b --Dunsmore6, I. R. "A Bayesian Approach to CG'-l1brat ion." Journal
of Royal Statistical Societ-y ( 2.0: 396-405 (Number 2,71977-.

67.---- "A Bayesian Approach- t6 Classification." Journal Royal
Statistical -Society (B), 28:56,--5'k77 (,Number 3, 196~

68. Duroux, J. W. The Prediction of Oc6fational Success. Technical
Report No. SA140 TR:69-18. EF egund.-o, California: Engineering
Science Operations, Aerospace Corp., June 1969. AD689748.

69. Dyckman,.T. R., et al. Management Decision MSaking Under Uncer-
tainty;, An Intro~ucti71on to Probab-,iity and Sta&Ustical Decision
Th-eory. New York: aciian, 1969.

70. Earnest, C. M. Estimating Reliability After Corrective Action:
A Bayesian Viwnoinz. I~asters Thesis. Monterey, California:
U, S. Naval Postgraduate School, May 1966. AD487411.

71. Easterling, R. G. "On the Use of Prior Distribution in Acceptance
Testing," in Annals of Reliabil-ity .nd Maintainability, Volume 9
Assurance Technology Spin-offs.' New York: Society of Automotive
Engineers, Inc., i970, pp. 31-35.

73



GRE/i~tH/66, -1

72,. Ebeliri-, D. d. " A Risk -Anal ys is Ptocedure ,for" Calculating,
Failure Rates vs. Times, in Ahnal-s of Rellability-and-Malntain-
ability, Vdlrume -, Assui-arce TchnoloT/-SinoMi. New York:*
Society of Auto~t Eglner Inc.,. 19709. pp. 26-45.

73. Ei'fVing, G. Robujstness of Bayes Decisions Aga !'nst the Choice of
Prior. Technical, Recoto7T"R-l2.7.alo Alt7 o CaTTfornia:10

A'natment. of Statistics, Stanford .University, November 1966..
A6426 13.

74, El-lisq J.. 'W. Ab6Oli cation of Bayesian Statistics to Rel~ablitv.
Technical ReporE !o.- 72-7^z-4 -RevA A- Seatile, ahinton:
Aerospace Divisbon, The Boeing Co, July 1963. AD466817.

75.. ElMawaziny, A.. H. , and' A. H. Buehler. "Confidence Limfits for the,
Reliability of Series Systei!:,." Journal of the American.
Statistical Assolc*iation, 6214 1959D7).be

76. Engleman, j. H. "A ayesilan. Time- to -Fa ilure.Dis tribu tion ," In
Annals of Assurance Sciences; Proceedings, 1971 Annual Symzc-.si*um
on Reli-ilitv. 'NwYork: 7he Ins-lituze- 6W=et-rcal ano
'Tectronic Enaiheers, Inc., '1971,p. 350-3 55.

77. Ericson, 1i,. A.. "Subjective 'Bayesian, . odels in Sarol-ing Finite
Populations (ihd'scuss-on)."' Journal of Roval Stztistica'i-
'Soc iety (B), 1:19-23 (',.umber 27199

78. Evans, R. A. "Cl11-sslcal Ctonf idence Intervals Have a Bayesilan
Inter-pretation," In Ani'als of" Assurance Sci1.nces; ?roceeoincs
1970 Annual Sympos iu= on R.e ±iab~i-v. New, York,: Thqe InsTit-u-e

-icroi Engineers, Inc., 1970, p.3337S79. Everson, R. C. A M-"thqd for Commuting the Shor4-e 4 Con f -denc~e

Interval for Any~ t Dist-ibution. Technical Recort No. MDE?
34.000 7-00. T au, Ha-w-ai: Quality Evaluation Laboratory,
Naval Ammunition Decott Deceriber 1968. 0D850851L.

80. Farrell, R. H. "To-w-ards a Theory of Generalized Bayes Tests."
Annals Mathemati.caiStati,-sti.-cs, 39:1-22 (February. 1968).

81. --Feduccia, A. .J. A Bayes ian/C lassical1 Approach to Reliabil-1tv
Demonstration. Tichnical Repot o RAD:-C-T-0 Grifiss'
-Air Force Base, 1,1-- York,: Rome Air Development. enter, June 1970.
AD871969.

82'. Ferguson, r. s. Mathematical Statistics: A Decision Theoretic
Approach. New York:. Aca.cernic Press q 19677

*83. Fishburn, P. C. Decision and Value Theory. New York: John
Wiley and Sons, Inc., 1964.



GRJE/PADh66 I

84. Fox, B.L. A Bayetian Aporoach to Rell~bil.ity, Aisessm~nt.
Research ?-%iorandum.- No. ?1J.!,5084-NMSA,- .Santa '12,6nica,: Cali-fornia:

* RAND Cororation, August, 1966.:7 N6&-.36262.

@ 5. Fragola, 3,. An Tl lustrat lon of Bayesian Analysis.-of' a Vlerbu'll
Process. Tel--ica1 Recort 6IDEP 3^47;470.00.0-Kr27. Behoage,,
New York: Gr-umman Aircraft Engineering Corporation, June 1970.
AD880190L,

86. Freund, 3. E. 1Mathemnatical Statistics (Second Edition).
Englewood Cliffs, Ne ersey:. Prenzice-Hall, qn. 197.

87. Gabbert, 3. T-, and R. G. Krutchkoff. "Supplementary Sample
Noniparametrid Emoirical Bayes- in a Quality Control Situatiorn."
Biometrika, 57:67-64, (April, 1970)'.

88. Gayer, D. P., Jr. Bayvsian Analysis of System Readiness.
Technical netort 11.o., 17=Pittsburgh, renyvna Miaragemnent
Sciences Research Group,.Carnegie Institute of Technology, July
1§67. AD656031.

89. Gayer, b. P. , jr.. and 1-. Mazurrdar. Some 'Bayes Estimates of
Long-Run Av il.abii'itv1.% In a'T-wo-St~te Ssem. zesearch'Recort No.
Mr:T6i.- tPj-urah, ,-Is v ?Th 7iy n-:T ent Sciences Re'search
Group,, Ca rnecie- Ilon, Univ;.,er-sity, May 1969. AD691404.

90. George, S. L. Partial Prior Tnformation: 'Some Emo irical Bav~s
and G-Minimax -ZAcision ? Fuc--ions. Technical ReotN.T-0
Fa-las, Tex7as: :;=ecar-tmenz o'f StatIstics, Southern M~ethodist
Univerily, 20 October 1969i AD698501.

91. Germeyer, Y. B., et a!. Assured Evaluations of Sy;stem
Reli~bilitv withnTmolete nformazion Concerning Reliabillity
of Element;-s. Teshnicai zecort No. FTD--iHT-67-.:62. "'r ight-
Piatterson Air F-orce Base, Ohio: Foreign Technology Division,
'September 1 967. AD673758.

92. Girshick, M. A., and H. Rubin. "A Bayes Approach to a Quality
Control Model." Annazls Mathematical Statistics, 23:114-125 (1952).

93. Gnedenko, B. V. Problems in Theory of Testing Products for
Quality and Reliahity. Technical. seport No. FSTC-HT-27-68.
Washingt~ D. 2: 'Arry Foreign Science and Technology Center,
1968. AD844^-"7L.

94. Good, I. J. The Estimratiocn of Probabilities; An Ess~y on Modern
Bayesian Methcas. 2abioeMassachusetts: !imasiEFuse-ts
1Instituh e Of-Technology Press, 1965,

95. Goode, H. H. "Deferred Decision Theory," in Re centb'evelopmrents
*in Information znd Decision Processes, edited -by'R. E.-1 Machol

and P. Gray. Nie~aFYok:- MA'cMillan Co., 1962, pp. 71-91.

75



GRE/MATH/66 11

96. Good, I."J. "HO O Estimate Probabilities." Journal of the
Institute of, Mathematics'ind'ts Aopolications, 7 -
IDecember 14 6)."

97. Gottfried, P., et al. Evaluation'of Reliability Prediction
Techniques for Entire Flig:t Control Systems. Technical Report
No'. AFFDL TR-67- . BethesdaN, !.aryland:- Booz-Allen Applied
Research, Inc., March i968. AD829292.

98.----- . Reliability ,Prediction Techfticues for Flight ontroI
Systems,.- Technical Report _o. . r-DL-TR_67_-. Bethesda, "Maryland'
Booz-Alleh Applied Research,, Inc., Apiil 1967. AD815590.

99. Gottfried, P. "A Reliabilit.V Demonstration Plan With Incentives,"
in Proceedings 1966 Annual Sv cosium on Reliability. New York:
The Institute oT eTectrcal and BiectGrnic Engineers, Inc., 1966,
pp. 584-593. IEEE Catalog No. 7C26.

100. Gottfried, P., and D. 14. Weiss. "Rel-ability-Prediction with
InadequateData," in Annals of Reliability and' Maintainability
1967, Volume 6 - All Tystems Go. "ew York: Society of Automotive
Engrneers, InF., T'.7 p.6-7.

101. Greenbolt, B. J., and J.. C. Hung. "A Structure for Management
Decision Making," in IEEE' Trans-ctions on Engineering Mlanagement-
EM-17:l45 158 (Noveiber-1970).

102. Guild, R. D. Reliability Testing and Equicment Design Using
Bayesian Models.' rhD Disserzation. Eanstcon, Illinois: North-
western 'University, 1968. Order No. 69-6932.

103. Guthiie, D., Jr., and M. V. Johns, Jr. "Bayes Acpe-tance Sampling
Procedures for Large Lots." Ann-ls Mathematical - ' -stics, 30:
896-925 (December 1959). -

104. Guttman, I. Tolerance Regions: A Survey of Its Litei'ture Part 6.
The Bayesian Approach. Technical Report No.'TR-127.PT_6. 1,adison,
Wisconsin: Depa.tmen; of Statistics, University of Wisconsin,
August 1968. AD686294.

105. Hamilton, C. W. "Bayesian Procedures and Reliability Information,"
in Aerospace Reldabhlity and Mainzainability Conference, A Volume
of Technical Parers. re7.-rk: American Institute of Aeronautics
and Astronautics, Inc., 1963, pp. 278-283.

106. Hamilton,, C. W., and J.. E. Drennan. "Research Toward a Bayesian
Procedure for Calculating System Reliability," in Proceedinas of
Third Annual Aerospace Reliability and Maintainability Conferenc-e.
NewYork. Society of Auto;it'tive Engineers, Inc., 1964, pp. 614-620.

107. Harris, C. M., and N. D. Singpurw,/alla. "Life-Time Distributions

Derived from Stochastics Hazard Functions." IEEE Transactions
on Reliability, R17:70-79 (june 1968).

76



GRE/MATA/66-11'

108. H~rtfi ; H. D, "In, Dr.- Bayes-' Cons ul ting, Room." The ,American',
Statiiticlan,17:22-24 (FebY~ary. 1963). -

109. Herd, G. R., et al. " The Uncertaih ty o'f Reli~bility -Assessments-,"
in Prcceedno .0theTenth National Symosium on, Reliabilitv &
Quality Mor roi7 New Yor: 'The institute of"Elictrical ando
'Mectrni'7niners, c-., '1964, pp. 33-40.

110. Hershman, R'. L., and'M. 'Freitag. A Bayesian Model for Trouble-
shooting Electron~ic Eauipmrent Reseaich Report JanuaryTJuly i96.
Techical report No. KNEL-1412.' Sn ig; Pill-a iornia: Nay-'
Electronics Labortoy Novmber 1966. AD645577.

11l. Hill, B. 1M. "Information' for Estimating the Proportions in
Mixtures of Exconenti'al and Normal Distributions." Journal of
the American 'Statistical Association, 58:918_-932 (D-emer J VC3)

1,12. Hiltz, P. A. Considerat ions, of the System/Equipment Relic'bility
,Demons tra tion 7?rob17-. 'Technical ecort No.'SD-6-; D? 7~Q
06.00-Fl-57. Do-;.ney,, Californyia: North American Rockwell
Coiporati~ni February 1969. AD856202L.

113. Hino-oss, A., and G. K. MiKasai A Bayesian Distributed Estimat-,.-+e
for Reliability Usiho Variable Te~t =-ca. Technical Reporz Jo,
rDP7.-r4-0.C0-Y6-05.- Oahu, Haa-': Quality Evaluation
Laboratory Naval Anmtunitions Depot, October 1968. ADS5O0578L.

114. Hoel, D. G.p and M. Mazumdar. '!A Class of Sequential Tests for
an-Exponential Parameter." Journal of the American Statistical
Association, 64:1549-1559 (December T969)T

115. Holla, 1,1. S. "Bayesian Estimates of the Reliability Function."
Australian Journal of Statistics, 8:--35 (April 1966).

116. Horow tz, T. Decision M~aking and the Th~ory of the Firm. New
York: Holt, RinehaFt 'and Winston, -inc., 1970.

117. Howard, R. A. "Bayesian Statistical Models for Systems
Engineering." IEEE Transactions on Systems Science and- Cyber-
netics, SSC-:36-40 (November 19637o.

118. Ijiri, Y-.t and R. Kaplan. Sequential Vodels in Probabil-istic
Depreciation. Research Report No.. RR-160 Pittsburgh, Penn-
sylvania:' z.anagement. Sciences Research Group,, Carnegie-Mellon
University, April 1969.- AD689371.

119. Isken, J,.-, arid J. Saboe. "Reliability improvement Through Effective
Nondestructive Screening," in Annals of Assuranice Sciences: Pr-o-
ceedings 1970 Annual Sym~losium o-n ?eli;.b:-iity. New York: The
Institute of Electrical, and Electronic Engineers, Inc., 1970,

* pp. 326-330.

77



GR/MPTH/66- 11

120. JackS;'H. G. "TotalConfi'dence Limits , on Observed Reliability,"
in Annals of Assurance Sciences. Proceedings 1971 Annual
ymposum -n Reliability.,' New..York: The Institute of Electrical

anTELectronic Engineers, Inc., 19, pp.3 38-342.

121. Johnson, C. ,R. A Duality Phoerty for Bayes-Rules with
ApplicationS. Trechnical Report . Dalis,
Texas: Department of Statistics, Southern Methodist University,
June 1970. AD711800.

122. Johnson, J. D., and L. T. Stewart. "Fai:lure Prediction From
Interval Data," in Annals of Assurance Sciences; Proceedings
1971 Annual Symosium n Re iabli,! New York: The Institute
oTlec cal and Electronic Enginoers, 1971, pp. 356-361.

123. Kassouf, S. T. Normative Decision Making. Englevod Cliffs,
New Jersey: Prentice-Hall, Inc., 9 .--

124. Keefe, A. A., and H.. T. Ohara. "Confidence Intervals for
System-Reliability from Component Testing Using Converse Hyper-
geometric' Probability Distributions." Journal of the Elect:cnics
Division, ASQC, 5:21-32 (April 1967).

125. Kerr, R. B. "Bayesian Identification of Systems Parameters."
Journal of Engineering INathermatics, 4:273-281 (July 1970).

'126. Kerridge, D. F. "Bounds for the Frequency of Misleading BayesInferences." Annals M.athematica- Statistics, 34:1109-1110

(September 196 .-__ .

127. King, W. R. Probability for tManagement Decisions. New York:
John Wiley, and Sons, inc.Tr96.

128. Kraft, C. H., and C. VenEeden. "Bayesian Bio-assay." Annals
Mathematical Statistics, 35:886-890 (june 1964). -

129. Kyburg, H. E., Jr. Probabilistic Theory. Engliviood Cliffs,
New Jersey: Prentice-Hall, Inc., 1969.

130. Larson,*H. J. Bayesian Methods and Relia6ility Growth.
Techniql Report No. TR/R?-7B.', Tnterey, California. U.S. Naval
Postgraduate School, March 1967. AD653460.

131 .------. Conditional Distribueiodn of True Reliability After
Corrective Action., epechnical: Re-ort/Research Paper No.-'l.
'Monterey, California: U.S. hVlval Postgraduate School, January
1966. AD629084.

S32. Lee, T. C., et al. "Maximum Likelihood and Bayesian Estirmat'cn
of Transition-Pr-obabilities." Journal American Statistical
Association, 63:1162-1179 (December 1968)

78



GR/MATh/66_ 1

133. Lemont, G. F., a-nd, IL 0.i 1rttchkoff. 'CAn Em~pirlical Bayes
Smoothing Technique.," Aliouiitiika, 56:361l-365 '(Auvust '1969).

134. Leatner, M. M., anhd R. J. Buehler. "Some Inferences About
'Gamma, Parameters with an Application to a R'eliabti'ty Problem."
journal of th6,Areritan Statistical Association, 68:670-677'
-(septewb MT.

135' Lieberman, G. 3. "Some Problems In Reliability Estimation," in-
Proceedings Third Annual Aerosoaci-uReliabilIty, and, M.aintainability
Col.ference. New York: Sociaty of'Automotivo&,Engineers, Inc.,$

16ipp. 7136_140.

136. Lindley, P. V. "The Use of Prior Probability Distributilont in
Statistical Inference and Decision," in -Proceedings of th-e Fourth
Berkeley Symposium ~oii M1-athematical Stati~stics' anroba~l itY,1.
Berkeley, Californ-la: niversity of''Californis' Press, 1961,
pp. 453.;469.

137.--. "Making Decisions. Loidon: John :Wiley, and Sons', Ltd.,
1971.

138.---- Tntroduction to Prbbabi'ity and Statistics from-a
,Bayesian View.point: Part !, Pzoba.bili-y; Part !I,, -Inference-.,
-London: Cambriige V 1iversit Prs,16.'

159. Locke1 i..G. "Bayesian Statistics." industrial Quality Contrbl,
20:18-22 (April 196/-).

140. Locks, M 0., and B. Sherman. Design, Testin6 and Est'imation
in' Comolex ExoerimentCation. Il Reliability Grow-.hProcesses
Ni'maion. Theory End Decision Theoretic Formulations. 7echnical
Report Nos. R_6078BM -XL 65-1l6. 'Canoga Park, California:
Rocketdyne, June 1965. AD618516.

141. Lukgashchenko, V. I., and A. N. Terpi, 'ovskiy. "How Preliminary
Information is Taken Into Account 1when Evaluating the Reliability
of Complex Systems," in The Rel'iability of Complex Techni-.c alI
Systems. WKashington, D.Co: Joint PublicationsResearch Service,
June 197 pp. 267-279. N67-320209.

142. MacFarland, W. J. "Use of Bayes Theorem in Its Discrete
Formulation~ for Relilability Estimation' lurposes," in Annals of
Assurance Sciences: Proceedings of 7th Reliabilitv and
Maintainab ility Conferne. New Yo~tk AmericanSEtyo
Mechanical Engineers, 1968, pp. 352-365.

143. Mann, N. R. "Computer-Aided Selection of Prior Distribution
for Generating Monte Carlo Confidence Bounds on System
Reliability."',Naval Research. Logistics Quarterly, 17:41-54

t (March 1970).

79



*GR/UATH/66-'l1

144. Maritz49J. S. 'rEmpi a Baes Estimation 'for th~e Poisson
'Distribution." Biometrika,-56:349-359 -'(August 1969)r

145. Martin, J. J., Bayesian Dec-ision Probleirs and .'a'kov Chains.
NewYork: John Wiley 'and Sons, Inc., 19-67. '

146-i Mastran,,D. V. "A' Bayesian Approach f'or Assessing the
Reliability ofAir Force Re-Entry Systems," in Annals of
Assurance Sciences; Proceedings of 7th Re'iab~lTYand
Mainainabil~ii. -1-nerence.; NewYork: American So v of
Mechai-cal Engilneers, 1968,g op. 380-3863.

147. Mazzilli, F., et a'l. RAQ Reliability Notebo-ok Volume I.
Technical Re-.ort Mo. :=74a-6-o- i . NewTor C-oputer
Applications, inc., Novet~b~r 1968., PD84-:304.

148. Miller, R. N. '"'Decision Theory in'Rel-iability and Project
ana~ement," In Arnals of Assurance Sciences; Pr-toceedings 1971

'Annual Svmcb.siu1 on .effa-b-1 y. " New York: Th-e Inttute of
Electriaiic ad1et;onic Engineers, Inc., 1971, pp. 376-362.
IEEE Catalog .No. 71C2-R.

149. Morgan, 'B. 71'. AnmThtroduction to Bayesian Statistical Processes.
Englewood Cliffr, zzew Jersey: Prentice -Rsi1, inc., 1968.

150. Morris, L. A. Esti --mation of Hazard Rate from iIncomolet6 Data.
Technical Reot:o.X77/ -1 A7..Aheim, aifornia: Aut-oneti-cs,
October 1969., ArD6270403L.

151. Morris,. V1. T. Managem.ent Science: A Bayesian Introductior..
Englewood Cliffs, 5New Jersey: ?renti. 2ce.-a 11,- Inc. , 1966.

152. Mount,, R. L. "Emphasis on 'Change'...at 16th Annual Syriposium
on Reliability." Qual-Ity Assurance-,3Vi~ltiie 9, No. 3:50-52
(MWrch. 1970).

153. Nagy, C. The Potentli of Bayesian Statistics in Reliability
Engineering.- Technical Reoorrt No.- GER-1413 Akron. Ohio:
-Goedyear Aerosoac6 Corpo ration, June 1968. AD870431L.

154. 'Odiorne, Go.0S. Management Decisions by Objectives. Englewood
Cliffs, -New Jersiy-Tretce--H ai1, !nE., 19 69.

155. Olsson, J. E. -"Implementationi of Bayesian Reliability
Measurement Program," in Annals of Assurance Sciences; Pro-
ceedings of 7i~h Re!4 -bility and6 1V.B'nsinabiftv Conference.
New York: American Society d6T-,-'echani4cai Engineers, 1968, 'ppi
372-379.

156. Pantz, To L. An Apnlication of Bayesi1an Techinique for Early
Reliability '4easur=e-v;, ',lashington, D.C.: Naval Shi-pSysts
Cowmano, 1970. A79,

80



GRE/Af WO 6- 11

157. Peers H. W. "Confidence Properties of Bay4siat Interval
-Estimates., Journai of' Roya St tist~cal Stciet' (B),, 30:535-=44

(Number 3, 1968). - "

* 158. Petrasovlts, A., and R. G..Cornell. Bayeilan Analysis for An
Exeonential Surveillance Model. Technical Report°No. NASA-CR-
-113891 TR-. Tallahassee- Florida: Deoartment of Statistics,

Florida State University, August 1970. "N70-41139'.

159. Pierpe, D. A., and J. L. Fd~s. "Sensitivity of Bayes Procedures
to the Prior Distribution." Ocerations Research, 17:344.350

(March-April 1969).

160. Pollack, S. M. "A Bayesian Reliability Growth Model." iFEE-
Transactions on Reliability, R-17:187-198 (December 1968T.-

.161. Porter, S. R. Reliabiljity Pros rams for Aerospace Systems =.<.d
the Bayes Theorem to Assure ?J' .. Technical Recort ".

M.37-5. Wright-Paterson Air Fc-ce Base,, Ohio: Systims
Engineering Group, August 1967. ,D664586.

i62. Pozner, A. W. "A New Reliability Assessment, Technique."
Transactions Twentieth Annual Technical Cbnfeence. New York:,
American Society for Quality Cont.oli, 196-, 5p. 183201.

163. Press, S. J. Statistical EstImation by the Empirical Baves
Methods: Some Extensions ano Lo'stcs El'ca-.Tl. :search

Memorandum No. . R Sana A,'onica, Cailfornia: RA4ND Corp.,
June 1965. AD617606.

164. Prior, R. J., and G. J. Schick. "Re!iability and Confidence of
Serially Connected Systems," in Canaveral Council of Technical
Societies Third Space Congress. Los Angeles: University of
Southern C~lifornia, 1966, pp.52-60. N66-36532.

165. Pugh, E. L. "The Bayesian Approach to Reliabil'ty - Confidence
Relation for Exponential Failure." Operations Research, :721_
724 (September-October 1960).

166. Raiffa, H. Decision Analysis, Introd'ictory Lectures on Choices
Under Uncertainty. Reading, 14assacvisetts: Addison-7esley, 1968.

167.------. "Bayesian Decision Theory," in Recent Develocments in
Information and Decision Proesses edteo byR. E. .achoi,-and

P. Gray. New York: Mac,.-llian Co., 1962, pp. ,92-l01.

168. Raiffa, H., ,and R. Schlaifer. Applied Statistical Decision
Theory. Boston: Graduate School of Business Administration,

Harvard University, 1961.

81

• , _ --- • . ",jJ



GRE/M TH/66-11

169. Reed 'A. C., et al. 'Propoed Mi'litary Standard fo-P Reliability
CDemonstrtionrTesting. ehia Repqrt No. TO-9T0-T

~El Seguno, California: Aerospace'Corpoitidh, September 1965.
AD474617.

170. 'Richmond,, S. 'B. Ocerationsl'esearch for Management Decisions.
New York: The Roland Press Co., 1968.

171.Robins H."An Empirical Bayes Approach' to Statisics."

Pioceedinqs of Thr Berkeley Sincos,'iUm on Mathematical
Statistics and ?r-babiiy 1.tree7taifornia: University
of Cdlifornia Press, 195, p~157-163.

172.- ------ " The Empirical Bayes Approach to Statistical Decision
Prolem." nnas o Mahematical Statistics, 35:1-.20 (arch

1964).-

173. 'Robbins, A.-, 'and E. Sam,-uel. "'Testing Statistica Hypothesi's-
The 'C6mooud' Approach," in Recent Delozients, in' Information,
and Decision. Processes, Edte~.- :.=-cho1,- aF P. Gray.
New Y: Macidr I an Co. , 1962 , pp. 63-70.

1-74. Rutherford, J. R.., and' R.'G'. Krutchkoff. " 'The Emiirical Bayes
Approach: Estimati"-'g the Prior Distribution." Biometrika, '-4t

320-'.328 (1967).

175. Salt, T. L. , and M. H. Monahan. 'Th4kdi'fipation of Gas Turbine
Component Life ?redictions Ut-iizing Experience and the Discrete
Formulation of Bayes Theorem," in Anna',ls of Assu-'ance Sciences:
Proceedings of the* Eiahth Rel-iabiiT37Yvad -'sintainability
C-0 rnce. Newo.-k: Gordon ar, Er-ea't Science Publishers,
Inc.,, 1969, pp. §-6E.

176. Saunders, S. C. On Confidence Lmits for' the Performance of a
System %hen Few FaIures Are Encountered. Tecnnical Report No.
IDEP 4 .U0-thO-C6-i0. -Sattlei- 1Washington: M1athematics
Research Laboratory, Boeing Company, November 1967. AD668983.

177. Savage, L.. J. "The Foundations of Statistics Reconsidered," in
Studies In-SubJecti1ve Zrobalillty, edited by Kyburg, H. Il. Jr.,
an dH. Et 7oler. New York: John Wiley and Sons, 1964, pp.

178.---- "Bayesian Statistics," in" Recent Develo rnents in Informa-
tion and Decisionv Processes, -editeby R. E. Mochol, and P. Gray.
New i'vMaclMi1-IS'n -Co., 1962, pp. 161-194.

17.. Schafer, R. E. "Bayes Single Sainpling Plans by Attributes bsed
on Posterior Risks." Naval. Research Loai~tics Quarterly, 14:
81'88 (March 1,967). - - ____

82



GRE/MATH/66-1l

180. tctfifirq R. E!t Develbopment of -Bayes Single Saroling P1ins by,
Attributes. PhD Thesis.- Clea Tghqio: Case Wester Rev

.University,9 1968. bidei No."69.;9171.

.181. ' . "Noite~on thecUniform Prior Distribution for Rd1iability."
IEEE Transactions on Reliability, -R-19:76-7-7 (May 1970).

182. Schafer, R. E. et al,. Bayesian Rellabi1~ty Demonstration - Phase
Is bata for the APir rTtcn.Technical epo 0.
RA "-Triff7iss Air~Force Ease,- New York: Rome 'Air
Development Center, February 1970. AD866166.

183. Schaferq, R. E8., -and N. D. tingpurwalla. _"A, Sequenftial, Bayes
Procedure for Reliability Derp'nstration, in. Annals of Assurance
Sciences; Proceedings o-' the Eighth Rel1ia-b2.li7tand ntiali:
Conference, Denver, Colorado'juily 7-9 1969. ewYork: Goroon
and-Beac'- Science Prublishers j~n.'79,,pp. 507-514.

184. 'Schafer, R E. "Bayesian Operating Characteristic Curves A-or

Riliability and Quality' Sampling P-lazn s, in ?rjoceed-;nos Tenth
National Symposium on eialtyan-d Quality Control. Ne
York:- In-sti-cute of-E1ectrital -and&Tectronic Engineers, Inc.,
1964 ,-pp. 555-559.

185. 'Schick, G. J. "Bayesian Concepts f-or Reliability and Confidence,"
in Annals-~of Assurance Sciences: ?roceedirMqs, 1968 Annual
Syff~o,1Unm Fr 'Tnietv N ew Yo: k: Thne n s i7e of .Eiect*r-ca
and Electronic Engineers, Inc., 1962,,pp. 397-405. IEEE Catalog
No. 68C 3R.

186. Schulhof, R. J., and b. L. Lindstrom. "Application of Bayesian
Statistis inRe iablty." Proceed;ings, 1966 Annual Sym-.osi*um

on Reliability. -Newt York: The Instizute of El6Tctrical-ando
NTectronic Engineers, Inc., 1966i pp. 664-695. IEEE Catalog No.
7C26.

187. Selman, V. "Game Theory Applied to Reliability Problems," in

Proceedings Eleventh Nati-onl Svrlccslur on Reliability & Quaility
Control. 'New York: The. Institute of Electrical and ElectLronic
Engineeri, Inc., 1965, pp. 248-253.

188. Shooman, M. L. Probt-bilistic Reliabil-ity - An Engineering
Approach. New York: 1M1cGraw-Hill Book Co., 17E. 1968

189. Simkins, D. J. "Figure of 1Merit of Bayesian Analysis and
Mode'ling," In Annals of Assurance Sciences;. Proceedinas, 1971
Annual Symnosium on R~ibit.New York: The Institute o f
E'ectrical and Eletronic Engineers, 1971., pp. 394-397. IEEE

Catalog No. 71 C2-R.

83



GRt/MATH/66-l I1

190. 'Simmons, E. D.,9 and C., E...Wisler. A Decision--Theo~ry Approach tc
Accptnceiesting. Technical Merw ndum No. NMC-TM-67-77.
Poiti UgqCalifornia: Naval Missile Center, January 1968.
AD665029.

191. Sineath, -R -M., Jr.,, and R. A. Venditti. "Sat'urn V System
Reliability Analysis,"! ithAnne-ls of Asstirance, Sciences;
Proceedings 1969 Annual Syo~mr eiblt.New York:
Institutce-of -lctrical and Electronic Engineers, Inc., 1969,
pp. 567-571. IEEE Crta log' No. 69C 8-R.

192. 'Smith, A. M. "Risk Assessment in Complex Unattended Aerospace
Systems,'" In Annals, of Reliabilit-, and Maintainability - 1967,
Volume 6 - All Ss Go? New York: Soci ety of-Automot;.!ve

nginee*Fs, nc',167 . 4,18-466.

19,3. Soland,. 'P. M. "Bayesian Analysis of the iWeibull Process with
Unknow.n Scale and Shace Parameters." IEEE T1ransactions on
Reliability, P.4,8:181-194 (November 19'T7

194. ' 'Bayesian Analysis of the 7Weibull Process with Un'known
Scale Parameter and Its Apolica-tion to- Acceptance Testing."
IEEE Transactions on Reliability, R-17:B6.90 (June '1969).

195.------- Use of the Wiul DiLstrbt+ nBysa Decisio

Theory. 'IcRn'a Pacer No'. RAC-T-23. McLean,Virgi.nia:
A-vanced Resear-ch Department, Research Analysis Corporatid.nt
August 1966'. AD668677.

196.------- Bayesian Analysis of the W4eibull Process with Unknown
Scale Parameter. Tec'aTPapr No. RAC-T?*P2l5. MLean,
Virginia: Advanced Research Department, Research Analysis
Ccrporation, August 1966. AD643616.

197. Solomon, D. L. Partially Bayes Estimates. Technical Report No.
FSU-M152. Tallahasse, Florida: Deoartcment of Statistics, Florida
State University, January 1l969. AD665595.

198. Spragins, 3. "A Note or: the Iterative Application of Bayes Rule.,"
IEEE Transactions on Information Theory, IT-1l:544-549 (Oc~ltober

199. Springer, 11. D. "Bayesian Confidence Limits for Reliability of
Redundant Systems W,;hen Tests Are Terminated at First Failure."
Technoerlics, 10:29-36 (February 1968).

200. Springer, -M D-9 and V1. E. Thompson. "Bayesian Confidence Limits
foi System Reliability," in Annals of Assurance Sciences: Pro-
ceedings of the Eighth Rellability an- 11.:o nbiit Cofeene
New York: Gordon and Breach, Science Publishers, Inc.., 1969,
pp. 515-523.

84



GRE/VATH/66- 11

201,. 'Springer, M. -DSt and :71. 'E' Thornpson. "Bayesian- Conf idence Limits
for the Product of N Binorniai--Parameters." Biometrica, 3:611l-
613 (0966). -

20.2. -. "Bayesian Confi-Adence Limits for the Reliability -of
Cascade Exconential Systems." IEEE Transactions on Reliabiliy,
16:86-89 (S9e6'tember 1967). -_

203. Taylor, A. C. "A Bayesian Approach to Equipment Replacrient."
Industrial, Managemtent Revi;ew, 10:33-43 (Spring 1969).

204. Thatcher, A. R. "Relationships Between -Bayesian and Confidence
Limits for Predictions (,with, adscussion). " Journal Roval
Statistical Society (B,26:176-210 (Nubeii _947'-

205. Tribus, M., Rational 'Descrlotio ni, Decisions and Designs. New
York: Pergamon Press, 1-.09

206.------- "The Use of the 11Maximum Entropy Estimate 'in the Est-ima-
tion of-ReliabilIty," in Recent Developments, inl information ando
Decision Process,, edited By Z111ach-ol, R. -E.., and P. Gray. Nev;
York: MlaclMillian Co,., 1962, pp. l02-140.

207. Tribus, MI.., et al. "The Use of Entropy Irn Hypothesis Test-ing,"'
in Proceedinas of -the Tenth National S';M,-.os-iur,- on Reliabilt
Quality Contcrol. Ne-a Y or k: Tihe, ni rft-,iu te of - Elec-trical ano;
Electronic tngifteers,, Thnc., 1964, pp. 579-590i

208. Typaldos, A. A., and D. E. Brunley. Point EstiJ~mtion of
Reliab~ilty From Resul-ts of a Sm~all Nuimier of Trials'. Research
Memorandum _00 _. _aCMf77a The RA.ND

~K ICorporation, May 1962. AD276150.
209. Varde,, S. D. "Life Testing and Reliability Estimation for the

Two -Parameter Exconeni-til Ds t r i1u t io." Journal of American
Statistical Associatio.n, 64:621-631 (June 1969)

210. VonMisis, R. "On the Correct Use of Bayes Forimula." Annals
Mathemat ical Statistics, 13:156-165 (1942).

211. Wallenius, K. T. "Sequentiai Reliability Assurance in Finite
Lots." Technometrics, 11:61-74 (February 1969).

212. Walter, J. P. Bayesian ~tatis-tcal MoI~del Theory for Mechanical
Systems. Technifcal ret_--ort No. LC96.Canoga-7i-rk, Cali for-
nia_:Liquid Metals Enaineering Center, Atomics International,

* 31 August 1969. NI0-20430.

213. Weir, W. T. "Bayesian Reliability Evaluatijon?" in Annals of
Assurance Sciences; Procee-dinas ofP the 7th Reliability and

MainainaI.t Ccn:ezence.- New. York<: An,-.rican Society of
Mechanticel EnI -=19neers, .1 96 ' pp. 244-3'46.

85



GRE/MATH/66-11

214-. W ir W. T. Proceedinas- of the Second, Missile and Space Division
Seminar on Bayes' Theorernand, Tts rcIication to Reliabili.cv
Measurement. Techncal ReFort o. 65SD995. nlaop lpnh
Re-Entry Systems <Department, General Electric Co., January 1966.
AD481645.

215., -.... On Ba.!es Theorem and its, Application ,to Reliabillity
Evaluati'"n h Ricai ort o. 67SD213. Phlad-ephia:
Re-ntry Systems Department, General Electric Co., April 1967.
N68-86487.

216. Wetherill, G. t. "Bayesian Sequential Analysis." Biometrika,
48:281-292 (1961)'.

..... "Some Remarks onythe Bayesian Solution of the Single
Sample Inspection Scheme." Technometrics, 2:341-352 (August 1960)

218. 'Williams, N. Cc.,i!ation of 1.1athematical Technibues as Applied
to Reliabiit.n/sis. Technical Reoort'No._ DE?-347.LO.O0.O0-
rT-60.Doncy, Cal i -ornia: Nortdh American Rockwell Corporation,
February 1970. ADe70602L.

219. Zacks, S. "Bayes Sequential Design of Stock Levels." Naval
Research Logistics Qu.rterlyi 16:143-155 (June 1969).

86

!I

86£

i~.>i.



GqRE/M&tH/66-l1

lot:

APPENDIX A

General Ref'eience Bibliogravhoi

1. Agrawala, A. K. Learnnz1-lth a, Probabilfstlc Teacher. Tctcl
Report Ko. "TR-611. 'Camlrridge, Mssachuisetts:'v Di-;'sion- of'
igineerihg andi Applied ?bys!lcs, Farfard tniVertityj May.1970Q.

AD708062.

2. Aigner, D. i. ?rni les of Stat!stical Decision Making. we~

'Yorke: The IM M411!lan Co., 1968.

3. Alens, N. C oLemr.inywito a Teacher. PhD Thesis.
Palo Alto, Cal fornia: Stan.F'ord Unive r;ity, 196?. Order No. 63-
6383.

-4. Altman, P. M. E. "Eyact Bayesian Analysis of' a 2X2 Continzenc~y
Table and Fihrs'Exact' Sigria,c- Test." J&..rnal of Roal
Staiitical1 Sc2!tZ (B) 31L:261-r269O (Number 2, 1969).

5. Amster, S,. j,. "A Modif'ied Bayes StoppingRule.i" Annals Vathe-
matica1 Stati tics * 3L :lLO4-l413 (Dec'emer 1963)._

6. Anderson, T.'16% "On Bayes Proced-ires for ~a Problem with Choice oil
Observations." AnasMathemat5.c4al S tat! _4tics, 3 : l28-ll13--
(September 13,6).

7. Ando, A., and G. M. Kaufman. "tBayesian Analysis of the Independent
Multi-ornali ?rocess - ':Neither M'~ean nor Precision Known." Journal
American Statis -tical Association, 60:347,35-0 '(1 irch 1965).

8. Anscombe, F. J., and ?**UT. Aumar. Def'inition of' Subjective
ProbabilitQr." Annals Mathemat cL , ~ i~ :199-205 (MNarch
1963).

9. Anscombe,. 71. J. "1Bayesian Inference ConceningMany Parameters
'With Reference to Supersaturated Designs." Bulletin of' the
International _'- ,Cal Ititp ,A:2-3 163

10,--- "'Tests of' Goodness of' Fit." journal oil the RoaL Statis-
tical1 Institute, B, 5:81-94 (1.unber 1, 1963).'-

11 - ------ -Bayes~an Statist-ics.1- The Alper!-can S 4ati.sician, 1 Y21 .24
(February 10961) .

12. Antelnian, G. R. Z=~e Drc~i5-ion Thorr: Trenritivity to For-
Optimal Desig-n. Tocinicad Roport En. TR-16. Mlf'neapolis, Ydnpe -
sota: Minnesota University, Octo'ber 1963. AD296171.

87



L GRE/K4TH/66-l

13. Arrow, K. J., et A1 -"Bayes-ard Miiiimax Solutionas I Sequential
D~cision Problems." Econometrikai '17.213-244 .(Juliy-c6dtober 1949).-

U1. Balaba, Hf. OBayesian Methods in Reliability and Lifetdldcting.ff
AS2QElectronics Division Newsletter,. i-3-8 (October'1968).,

15. Barlow, R.,E. 'Same Recent Deiielopments in Reliability Theor.
Technical -Report 'No. ORC-68-19.! Berkeley, California: Operations
Research Center, University of California, July -1968. 'AD6750 34.

16. Barnard, q. A., et-al. "!Statistical Inference, in The FPuture4
of Statistics. New Yor~k: Academic Press, Inc.., 1968,p pp.13 60.

17. Bartholomew, D. J., and-E. E. Bassett. "A Comparison of Some
Bayesian and- Frequentist Inferences IL." Blometrika, f,1:262-264
(1966).

18. Basu, A. P., "Estimates of Reliability for Some Distributions
Useful I.n Life'Testing." Technometrics, :2l5-21§-(May 1964),.

19. ;Bather, J. A. "Btayes,,,Procedures for Deciding the Sign, of a Normal
Mean." Procedings of the CambridgePhilosorphical Soiey 2 :
599620 (1_962).

[ 0. Bennett, G. _K. Smot -Emnirical Ba=e Estimation 4ith Application
to Weibull Distribution. Technical Report No. NASA -TM-X-58048.
Houston, Texas: Manned Spacecraft Center, National Aeronautics
and Space Administration, June 1970.

21. Bhattacharya, S. K. "Bayes Approach to Compound Distribution
Arising From Truncated Mixing Densities." Anal Institute
Statistical Mathematics, 20 :375-381 (1968).

22. Bhattacharya, S. K., and M. S. Holla. "On a Discrete Distribution
with Special Reference to the Theory of Accident Proneness."
Journal of American Statvistical Association, L,:060-1066,, (December
1965).

23. BickelP?. J ., and D. Blackwell. "A Note on Bayes Estimates."t
Annals Mathematical Statistics, 8:1907-1911 (December 1967). I

24. Bickel, P. J., and J. A. Yahav. "Asymptotically Optimal Bayes
and Minimax Procedures in Sequential Estimiation."t Annals
Mathematickl Statistics, 9:442-45,6 (April 1968).

25. Bi'rnham, A. "Another Viebw on the FoundatiomvL of Statistics."
The American Statistician, 16:17-21 (February :92

26. Bland, R. P.,, ani T. L. Bratcher. "A Bayesian Appfo ,'ch to the
Prolem of Ranking Binomial Probabilities." SIAM Jouirnal on,
Applied Mthematics, l6:843-8'M (July 1968).,

88



GRE/m&T 66-11

.0

27 . Blob, D. A. ,' an GTS. .tzo.. "A Bayesian Study of the Multi-

NormaF DIstribution." Mnals, Nathe.natical Statistics, 38:I1423-
1435 (October 1967).

28. -Blum, J. R., and J. Rosenblatt. "O. Partial A Priori Information
in Statistical Inference." Annals of M thematical Statistics, 8:
1671-1678 (i967). '

29. Blumenthal, S.. "Interfal Estimation of the Normal Mean Subject
to Restrictions, When the Variance Is Knoe.A" Faval Research, J
Logistics Quarterl:y, 17:485-505 (Decembfer 1970),

30. Bohrer, R. E. -On , Seauential Derirn of Exeriment.., PhD
Thesis. Chapel-Hill, North Carolina: :.North Carolina University,
1966. Order No. 67-965.

31. Bond, N'. A., Jr., and J. W. Rigney. "Bayesian Aspects of Trouble-
shooting Behavior." iHuan Factors, 2:;77-3 3 (Octoer 1966).

32. ;Borch, K. H. The Economics of Uncer ia.nt . Princeton, New
Jeriey: Princetoh University P-pies, I6.

33. :Bowen, R. R. "Bayesian Decision Procedure for Interfering
Digital Signals."' IEEE Trhnsactic:- _A nFormation Thiory, mA :
506-507 (july 1969). -AD698400.

34. Box, G. E. P. Bayesian kooroaches to Scme B,-thersome P.roblems in
Data Analysis. Technical Report Mo. * -56. Madison, Wisconsin:
Department of Statistics, University of :'isconsin, October 1965.
AD626853.

35. Box, G. E. P., and N. R. Draper. "The Bayesian 'Estim tion of
Common Parameters from Several Processes." Biometrika, 2:3515-
365 (1965),.

3(. Box, G., E. P., and T. L. Henson. Model Fitting and Discriminatior.
Technical Report No. 211. Madison, Wisconsin: Depa.rtment of
Statistics, University of' Wisco sin, July 1969.

37. Box, G. E. P., and G. C. Tiao. Statitia! Aalysis and Deslgn,

of Experiments. Scientific Report !:o..AFCLSR-60-2735TR. Boston:
Graduate School of Business Administration, Harvard University,
October 1969. AD696237.

38. "Bayesian Estimation of Means for the Pandom Effect Model."
Jou'nal American Statistical Association, 63:173-181 (March 1968).

39. -i- "Bayesian Analysis of a Three-Co=ponent Hierarchical De-
signModel. "l Biometrika, 5.4A:I09-!25(196:7).

89



GRE/MTH66-1

40. -- s"A Bayesian 'Approa~h to- the mportance of Assumptions
Applied, to th 'Comparisoh ort 'Variande ." Bioiretri-ka, L:153-16 (1964).

41. --. "A Further Look at Robustness Via Payes 'Thlleorm "
Biometrika, Q :49k3 ,(1062),.

42.BrgaIlaA. "A, Simple- Approach to the Bayes Ch.oiceCriterion:
Th. Method of Extreme Probabilities." Journal American'
Statistical Association, j:1227-1233 (December 196)

43. Brick, P.E B.,I W. -N. Furey, ard, E. G. ' enrichson, Jr. Research
in Adaptive Pattern Recognition. rtechnical Report No. Rapt 100-
30. Burlington,' Mitiachusetts: Infotcn, Intl., 28 August 1970.
AD711675.

44. Brown, N. B. -"The two-Means; Problem - A 'Secondary Bayes Approach."
Biometrika, f:85r9l (1967).

45. Brown, R; V. Research & The CredibiitvY of EstimAtes: An
A~prdisal Tool for Executives-& Rersarchers. Boston:i Harvard
Business School, 1969.

46. Canner, P. L. "Selecting On~e of T~wo Treatments Whdh -the
Responses are Di1chotomus."1 journ~al. of Lm~eri can. Statistical

Association, 1 :293-.306 (March l39 00).

47. Caplen, R. A Practical Avproach, to Ziality Control. -London:
Business Books,- 1969.

48'. Chance, N. A. 'Statistical Methods for- Decision Making. Homewood,,
Illinois: 'R. D. Irwin, 1969.

49. Chao, M.*T. "Asymptotic Behavior of Bayes' Estimators."
'Annals of' Mathematical Statistics, -_:C'01(April 1970).

50. Christensen, C. S. "An Algorithm for Telemetry Decommutation
Using Bayesian Decisions."t Pro'-esdir.-s 3rd.International
Conference on Syrstem S'~iences Part 2. Edited by B. S. M.
Granborg. No'th Hollywood, Ca-i'fornla: Wester Periodicals Co.,
1970, pp. 822-824.

51. Christopher, P. P. "Bayes Approach, to Frequency Optimization for
Satellite Communication."' Procee~ir of~l the IEE 56:2186-2187
(December 1968).

52. Cleinmer, B. A.,j and-R. G. Krutchkoff. "The Use of Empirical Bayes
Estlmators- in a Linear Regresision Model." Biometrika, 5:525-534
(i968).

90



GI/MATH/66--I 1'

53. Corhell, A. G. Bayesian Estinatioriof PouainSize wi-th
Removal Samplin'g. -Tecjhnical Report N~oRTR l1al =ssee,
TFrla:i partment of Statistics' F'lorida'State University,
Janjaiy 1970. AD712029.

54.0 Cornf ield,. J. "The Bayesia n,0u t look and Its .Application (French
- Suavuiary)." Biometrika, 25:60-.642"(Number 4,9 1969).

55. *"A Bayesian Test of Some Classical Hypotheses wIth
A"p1-ications, to:Sequential Clinical Trials."' Journal Azmeridan
Statistical Association, 6l,:577_.594 (September 1966).

56. Dear, R. E. Bayes-Estimation 'for Scmd Stimulus Sai, ,.lino !*odeis.
Technical Memorandum No. TM1T7MM79at 'l7o c C. ia:v
,Systems Development Corpbration, February' 1965. AD615119.'

57. DeFinetti, B. "The Bayesian Approach 'to the'ReJection of Cutliers,"
in Proceedings of the Fourth Berkeley Symposium on Y-athemat-Icsi
Statistics an P-oai-litv I. -Berkeley, 'California: Unlversi-y
of callfonT-P-re-s7 t7 p. 199,210.

58. -DeGroot, M. H.,,, and M. M. Rao. "'Ba yes Estimation with CovxLoss."
Annals Mathematica'l Statistics, 34:839_846 (September 1963)..

'59. Dickey, J. M. "A Bayesian Hypothesis -Decision ProceduZ~t."
Annals Inst~itute- of Statistical, Mathematics, 19:367. 369 '(1967).

60., Dickey, J. M., and B. P. Lientz. 'Exact Bayesian Tests of Sharp.
'Hypotheses. Technical Report.No.'D_033 ;-t .~ia
Cari fornia': Systems' Zeve lopment Corporation, October 1968.
AD680iO9.

61. Donaghue, P. J. System Identification by Bayesian Learni.-g.
PhD Thesis. East Lansing, Michigan Mi-cigpn State Universi*ty,
1968. Order No. 68'-17074.

62. Draper. N. R., and I. Guttman. "Some Bayesian Stratified Tz-wo
Phase Sampling Results," in Biometrika, 55:131-139 (1968).

63. * "Bayesian Stratified Twvo-Phase Sampling Results: K
Characteristics." -Bionietrika, 55:587-589 (1968).

64. Transformation of Life-Test Da,-~_;Techn ica 1 Recort No.
TR_6O. Madison, WisconsIn: Departmen+ *of'Statistics, University
of Wisconsin, December 1965. AD4820061.

65. Dreze, 3. H. "Decision Theory and 'Bayes Statistics (Entscheidungs
Theorie und "BayesichE Stat'istik")." Jahbucher fur National
lokonomie und Statistik,182:216..223 (De-ce-mberivo9b8),

66. Duncan, D. B. A A Bayesian Approach to Multiple Comparisons."
Technometrics, 7:171-222 (Ma1y 1965).

.......... 91



67. Duncbni D. B. "Baye!i Rules for a8Comon Multiple Comparisons
Problem and Related Student-t Problems." Annals Mathematical,
Statistics, 32i1013-1033 (December 1961).

68. Ddnsmorei I. R. "Regulation and Optimization." Journal of Royal
Statistical. Society (B), 31:160-170 (Number 1, 19------

69. Easterlinq, R. G. Sample Size Determination for Bayesian
Tolerance Intervals 7_PM Msiis. Stillwater--bkT~ahTmaf Oklahoma

State University, 1967. Order No. 68-6395.

70. ,Edwards, W., et al. "Bayesian, Statistical Inference for
Psychological-gei'earch." Psychology Review, 70il93-242 '(1963).

71. Ehrenfeld, S. "Some Experimental Design Problems in Attribute
Life Testing." Journal of the American Statistical Association,
57i668-679 (September l9ZY..

72. Emory,.W., and P. N. Land. Making Management Decisions. Boston:
Houghton Mifflin, 1968.

73. Epstein, B., and A. Schiff. Improving Availability and Readiness
of Field Equicment Through Per'cic Inrsoection. Tec calReport
lr.U= .50451. Livermores alTfrnia:cLawren Radiation
Laboratory, University of California, July 1968.

74. Evans, I. G. "Bayesian Estimation of Parameters of a Multivariate
Norm:l' Distribution." Journal Royal Statistical Society (B), 27:
279-283 ,(Number 2, *965-

75. . "Bayesian Estimation of the Variance of a Normal Distri.
bution." Journal Royal Statistical Society (B), 26:63.68
(Number 1, "196, . - "

76. Fabius, J. "Asymptotic Behavior of Bayes tstimateii'" -,Annals

Mathematical Statistics, 35:846-856 (June 1964).
77. 'Farrell, E. J. "Improving the Reliability of Digital Devices,

with Redunddncy: An Application of Decision Theory," IRE
Transactions on Reliability and Quality Control, 11:44-556

78. Farrell, R. H. "On Bayes Characters of a Standard Model II
Analysis of Variance Test." Annals of Mathematical Statistics,
40:1094-1097 (June 1969). -_

79 .------. "Weak Limits of. Sequences of Bayes Procedures in
Estimation Theory," in Proceedings of the Fifth Berkeley
Symposium on Mathematical Statistic-an- Probi,'ty, 1.
Berkeley, ci lifornia: UnivNtrsity of C-T1fornia Press, "-67,
pp. 83-112.

92

I ": < d -':I- ... i - i; i -l,- . .. .. -' * .... ., .., ... . ,.L .,,, i .. ;(



GAE/VATH/66- 11 .'

80. Fertfig, K. W. A Result onhcerning Bayesian Pzftor 621itr5.tutions
and Confidence lon~so thie llabflkity' of erial Systems w
MF6-enial Flrne Roceoy.Rsearc~pr 1969.096 o

'8Fishburn*, P. ZC. Utility The'oy for Decision MakinO. New York,I
john Wiley and Sons, 'Inc.Tt~

82., rFox, R. 3. 'Contributions to Conicound Dicilon Theory and Eirca1
Bayes Squared-grror Los EIimation. '1*enlcal *pdr .SL~1
W-214 KF:. E'at Lansing, Michigant Statistical Laboratory,

M;ichigan State University, September 1968.

8. Y* mn,D. A. -On the AsymptoticBohavior of Biyes Estl."ates
{In the Discrete Case, rr," In Annals M~athemratical Stst~stics, 3E:
'1281_1283 (August 1967).-

84. * On the Asymptotic Behavior of Payes'Estimates in the
DIscrete Case," in Annals Mathematical Statistics, Ui12BS6..1403
(becember 1963).-

85. Fulcunaga, K., .and T. F. Krile. taolculation of Bay**' Ficegniti.cn
Error for Tye tMltlvariat* Cgusslan Distr~butions." ME Trans-
actions on Comuters, C-l8s220-229 (4aUrch 1969).-

86. Garner, J. B. Robust Ba *-an 1neec 4o ye~n:t
{ Parameter. Technical. .IEFF-o.

Departmet of Probabi'lity and Statistics, Sheffield Uni-Ows~tyl
April*1969.

87.------- A Bayesian Test for Equality of Medzans. Technical Report
No. RR59/M~rU.S F e M9fl ng ano:Tecartmnt of Probability
and Statistics, Sheffield University, April 1969.

88.------- The Product of Independent Binomial Parameters. Technical
Report N~_R_~/JB_7 Shffield, Engl r- eparmeni of Frob.
ability and Statistics, Sheffield University, December 1968.

89., 'Geisser, S. "A Bayes Approach for Combining Correlated Estimateiw,
Journal American Statistical -Association, 60,62_607 (June 1965).

90.---- "Bayesian Estimation in WmIltlvariste AnalysIs." Annals
Alathematica1 Statistics, 336s150_159 (February 1965).

91. Gershick, M. A.,9 and Lo 3. 'Savage. "Bayes and 1M-1nimax 'Estimate&ts
for Quadiatic Loss Functions." Proceedings of the Second BEerkeley
Symposium on Maithematical Statistics and ?o~my e~ly

Ca iorn a: Oniversity 01 CaM7iFornia Prehss, 192l, c.53-74.

92. Ghosh, 3. K. "Bayes Solutions in Sequential Problem~s for 12w or
Abre Terminal Decisions and Related Results." Calcutta StEatistical

' Association Bulletin, 13:101-122 (1964).



93. -Gillls, F. E. Manbgerial--Economics; Dqc1sioi MAkihg.Under
Certainty for Business. and :Engineerng. Reaaing;" ass acusettst
Addison_ yes,y Pub1isinT,, co. .

94. Gliert R. Two Papers on Adaotive Inventory Control. Palo Alto,
* Caiifornias-:ecis loS-t-d7ies TGroup, January T96. AD666574.

95. dn*edenko, B. V., et al. Wthematical Methods -of'Reliability
Theory. New YorkTAidemic Press, 1967 ;

96. Goldman, T. A. Bayesian Supply Policies for Service-Life Patts.
Interim, Research- mohT(.Q-':.-. sninqton-C. :Operatons -
Evaluation Group, Center for Naval Analys-s, March 1963. AD405106.

97. -Good, T., j. "A Bayesian Signify!cance Test for ,lltinomial
DstriOu tions (with" Discussion)." Journal Eoa8 Statistical
1octety (B), 29s399.;431 (Number 3, 'N7

9i. Gottfrled, P. 'Product Rlskst Pr"edction Techn!ques," in
Proceedings of-thd 1970 Product LI&I.-lity Prevqntion Conference.

Ei~wiu-i 7 -0s~i7 FTU-scci-ty or Quslty ontrol, Inc.,
1970, pp. 314.

99. Groeehberg, S. A., and I. Bosinoff. Optimum Dec!s,.on Criteria for
9 a tv Tests. ediord, ;assachu1ttis "The 7TMr oraot!n,.

100. Greenwood, W. T. Decision Theory and info-ar.,iion Systems; An
Introduction to Management Dec i n l ,4na. Ckinnig-T hT:
Southwestern Mblishing Co., 9M69.

101. Guttman, I., and G. C. Tiao. "A Bayesian Approach to Some Best

Population Problems."' Annals Mathematica1 S, atistics, 35:825-835
(June 1964). - ...... a

T02. Hadley, G. Introduction to ProbblIty and Stat1st.cal Decision

103. Hajek, J. Llmiting Prooerties of Likelihoods and inference.

Technical RJriTrr o. OUR Th-r.Talahassee, or"i t da Department
of Statistics, Forida State University, Jarluary 1970. AD712028.

104. Hald, A. "Bayesian Single Sampling Attrbute Plans. for Continuous j
Prior Distributions." Technometrics, 1O:667.683 (November 1968).

105. ------. "The Mixed Binomial Distribution and the Posterior of P

for a Continuous Prior Distribution.'" Journal of the Royal
Statistical Society, B, 30359"367' (Nume rq, 178T -

106 . .. "Asymptotic Properties of Baytesian Single Sampling Plans."

Journal Royal Statistical Society (3), 29:162..173 and 586 (Numbers

I a 3t
94



GRE/MATH/66_.11

107. HdId, A. Atiribute -Sampling Plans Based on P ior Distributions
and Costs. Copenhagen- .Denmai.ope-nTageRUn--'vesityi May 1966

108 .------. Single Sampling Inspection Plans With Specified Acceptance
Probabilit'yand Minimum Average Costs. Tenical Report No. 6.
Copennagen, Denmark: Copenhagen unlversity, December 1964.
AD609993.

109....... "Ef'iciency of Sampling Inspection Plans for Attributes."
Builetin of the International Stetistical Institute, 40:681.697(1964) ....

110.-----. -Bayesian Single Sampling Attribute Plans for Discrete Prior
Distribution. Technical Report No. 5. CopenhTag Denmark :
Copenhagen University, June 1964. AD602396.

111....... "The Compound Hypergeometric Distribution and A System of
Singlez Sampling Inspection Plans Based on Prior Distr:ibutionis and
Costs." Technometrics, 2:275-339 (August 1960).

112. Hamburg, M. "Bayesian Decision Theory and Statistical Quality
Control," in Transactions 15th Annual Convention American Society
for Quality Control, 1961, -p. T_TTO.

113. Harris, C. M., and N. D. Singpurwalla. "On Estimation in Weibull
Distributions with Random Scale Parameters." Naval Research
Logistics Quarterly, 16:405-410 (September l9nT.

114 .------. Life Distributions Derived from Stochastic Hazard Functions.
TechnicaT"aper No. RAC-TP2T0.7 7ic , Virginb. Researc-h Analysis
Corporation, October 1967. AD664142.

115. Hartigan, J. "Invariant Prior Distributions." Annals Mathematical
Statistics, 35:836.845. (Juhe 1964). -

116. Hartley, H. 0., and J. N. Rao. A New Estimation Theory for Sample
Surveys. Technical Report No. TR-T-. College statT , Texas:
Texas A ,nd MWUniversity, 1968. AD698468.

117 .------. A New Estimation Theory for Sample Surveys, II. Technical
Report N-'-2. College-oStatoF, Texa-s. TexasA an-M University,
1969. AD698484.

118. Hildreth, C. G., and J. Y. Lu. A Monte Carlo Study ,f the Regres-.
sion Model with Autocorrelated Dsturanhce. -rE- l] or-Um

RW 5 77 ".P -Snta Monica, Caifornia: Th RAND Corporation,
April 1969. AD686729.

119. Hirshleifer, J. "The Bayesian Approach to Statistical Decision,

An Exposition." Journal of Business, 34:471489 (October 1961).

95



GRE/MATH'/66. 1

12.Ho, Y. C., and, R. C~ . L "A Beyesian to Problems in

Stochastic. tstimati6n'and. Control,"' in Pre-'tints of Papers,, 1964
Joint Automatic Cont'rol Conference. Ni-w Yo-rk: Tfh-eI-n--uteo=
El~ectrfcatl asnd Electronic Engineer s, ;hci, 1964, pp. 382. 387.

121. .Hoadl'eyq B. "A ,Bayesian Look at Inverse Linear Regtession."
Journal of American Statistical Associatlon,65:356-369. '(March 1970).

122. Hoadley, A..B. "The Compound ht.illtnominial Distribution and
Bayesian Analysis of Categorical Dat%-a 4from Finite Populations."
Journal of the Am~ilcan, Statistica1 A-.sadiatlon, 64:216L..229
lMarch 1Z97T

123. Hodges,, J. L., Jr., and'E. L. Lehman. "The Use of Previous
Experience in Reaching Statistical Decisions." Annals Mathematical
Statistics,, 23:396-407 (19521-

124. Holla, M. S,~ "Discrete Distributions with Prior Information."
Annals~of the Institute of Statistical M.athematics, 2Q:l5ll57

125."Li e .stiatin byBays ia 14tho. " alcttaStatistical

127. Huntsberger, D. V. Elements of Statistical Inference.. Boston:
Allyn and Bacon, IcF~

128., Husa, G. W., and A. P. Sage. Adaptive Bales Filtering with~
Unknown Prior Statistics. Techni1cal Recort No. AFOSR-7 B~0TR.
Dallass Texas:Informatilon and Control Sciences Center, Southern,
Methodist University, April 1969. AD705247.

129. Hymans, S. H. Probability Theory with Applications to Econome-
trics and Deciion Making. nglew Zod hlffs$ New Jersey;Prentice
H~all ThEc. 1967

130. Jaarsma, D. The Theory of Signal Detectability: Bayesian
Philosophy, Class I c i tisi ano t'he c e'yohss
Technica Report No. Rept-D3674722:T17 7rh , Aror, M4ichlgan: Cooley
Electronics Laboratorv, Michigan University, February 1970.
AD703327.

131. Jaynes, E. T. "New Engineering Applications of Information
Theory," in Proceedings, Fitist Symposium cn, Enaineering Applica-
tions of Random Function 'an-dProbability, editea by Boga-noff, J.
and .ozi.Lafae -tte, Idiana: P'urdue University Press, 1962.

132. Jazwinski, A. H. Stochastic Processes and Filterifig Theory. New*
York: Academic Press, 1977.

96 
---.-



'GW/*H/66.ll

133. Johris, M; V., Jr. "'NonzPazametric Empirical Bayes Procedures."
Annals of Mathematical- Statistics, 28:649 -669 (September 1957)*.

134. Kepner, C.. H., and B. B. Tregoe. The Rati6nal Manager; A Sy..
tematic Approach to Problems Solvin and Decisi'3n t: ng. ew
york: MGraw-Hili-BoOk Co., Inc., 196t7

135 K~efer, J., and R. Schwartz. "Admissible Bayes Character of T2 _, j
R - and Other Fully Invariant Tests for Classical LuWtivariant
Normal Problems." Annals Mathematical Statistics, 36:747-.770 ,f

('June .1965),

136. Klotz, J. 'M., et al. "M4ean Square Efficiency Estimators of
Variance Compo6nt-s." Journal of' the American Sta t i a l
Association, 64:1383.1402--ece-SoT93T9 '

137. Krutchkoff, R. G. "A Supplementary Sample Nonparametric Er-oirical
Bayes Approach to Some Statisticali Decision Problems."
Biometrika, 54:451-458 ,(1967);

138. Lapinski, A. Application of Reliability Acceptance Test Criba
Nomograph. Technical Report No. IDEP.347.4O.0O.CQO.KZT..
Bethpage, New York: Grumman Aircraft Engineering Corporation,
October 1969. AD870588L.

139. Lasky, P. H. New Concepts of Flight Testing for IReii.b'!ity.
Technical Note-Fo. SED-N TN '.'--Z no Pa-rk,Ca-riAorn 'a- S'!-s:n
Evaluation Department, Stanford Research Institute, September 1970.

AD876077L.

140. Lee, T. The Specification and Sampling Properties 6f Classical
and BayesT-n Transition Pro-Eility Estimators. Ph-Thesis.tUrana, Illinois: Illinois University, 1967. Order No. 68-8145.

141. Lieberman, G. J. "The Status and Impact of Reliability Methodology."
Naval Research Logistics Quarterly, 16:1735 (March 1969).

142. Lin, T., and S. S. Yau. "Bayesian Approach to the Opti rization, of
Adaptive Systems." IEEE Transations on Systems1 'Science and
Cybernetics, SSC3:77M (November 967 .--

143. Lindley, D. V., and G. M. El-Sayyed. "The Bayesian Estimation of
a Linear Functional Relationship." Journal of the Roy l Statistical
Society, B, 30:190.202 (Number I, 19'6T8.,

144 .------. "The Bayesian Analysis of Contingency Tables." Annals
Mathematical Statistics, 35:1622-1643 (December 1964). -

145....... "Fiducial Distributions and Bayes' Theorem." Journal
of the Royal Statistical Society, B, 20:102-107 (Number--I958).

97



'GRE/WATH/60-11,

146. Lbcihner, R. H., and A. ,P-t-Basu- Bayesian Analysis of Time-

Trdn . Itgated R ehisko mttcally.T Basequntia
Testos nna tathmtic al Seitaet.i ics , of19 2 (Osc toben'
1967).

149. Luckie , P. The et al. nvego of asaproach t -moe

am~tio Caog StateCoF, Pennlvnia:'dn FrB..inge Inc4.

Ju196. A898

15Q. Marciano, J. P., and J.. Voranger. " On 'the Otimization of the
Size'-of a Sample (Sur l'ootimisation de la taille d'un echantil-
lonnage)." Revue Franca-ise d'Informatique et de Recherche
Oprtoe l _-1712(9T_

l5l ! Maritz, J. S. Empirical cBayes Methods. New York: Barnes &
Noble, Inc., 19117--

152.---. '!On the Smooth Empirical Bayqs Approach to Testing of
Hypothesis and the Compound Decision Problem." Biometrika, 55:
83-100 (1968).

153.------- "Smooth Empirical Bayes Estimation for Continuous,
Distributions.'! Biometrika, 54:435-.450 (1967).

154.---- "Smooth Empirical Bayes Estimation for One-.Parameter
Discrete Distributions." Biometrika, 53':417-.429 (1966).

i55. Martel, R. J. Optimum Bayes Strategies-'in Truncated Life Testing.
Paper Presentedat~7th NatFional Meetinj-of the OperatTns
Research Society of Arrerica, Boston, 6-7 May 1965.

156. Martin, D. W., and C. F. Gettys. "Feedback and Response 'Made in
Performing a Bayesian Decision Task." Journal of Applied
Psychology,, 53:413-.418 (October 1969).-

________ sAasedT&R7ttrTBr Eut Data. Kell yA17r-orce Base, Texas:
Dir~cor~e--F_9''j~ia Wepo _qanAntonio Air Material Area,

1967.

158. Mazumdar, M. Optimal Sequential Plans Based on Prior Distributions
and Costs. Technical Report No. TR_3 (PhD Thesis). Ithaca, New
Yoik: Department of Industrial Engineering and Operations Research,

C~rnel UivrsiyApril 1966. AD634341.

98 J



GRE/MAtH/66-11

1500, McBrilde, A. L., andA -QSage. "Optimum Estimation of Bit
,Synchronization." IEEE Trahsactions 'on Aerospace' and Electronic
Systems., AES.-5: 52- ________ ____1969_.

160. McGlothlin,W. H. Develocment of Bayesian ?ararmeters £6r Scare6
Parts Demand Prediction. Researh Memorandum T2_zb 7 S anta
Monica, California: The RAND Corporation, July 196?. ;D411l34 6.

161. iMcGlothlin, V1. *H,, and Radner. The Usd o'f 'Bayesian Techniques
for Predicting 'Spare Parts Deman37 Rese-ac' 'Zlorandum F._M
Sana onica, C Ta: _he RAND 'Corporation, AMarch, 1960.

162. McLendon, J. R., and A. P. Sage. "Computational Algorithms for-
Pseudo-.Bayes Digital Radar Receiver.- IEEETrsctnso

Aerospace and Electronic Systems, AES-6:8T582O (Novemn~er F C-

163..---- A Pseudo Sayes Approach to Digital Detectic~n r4 i* tellihood
Ratio Co~iUt t-ion-T-chn i-cal RZep.ort Nro-. 7Fi~
TexRas:-~Informration and Control Sciences Center,. Southern Me'thodist
University, December 1969. AD703715.

164. McNolty,- F. "Reliab'ility Density Functions 'When the Failure Rate,

is Randomly Distributed." Sankh~a, A, 26:287_292 '19064).

165. Middleton, D. Bayes Ambiguity Fundtions: Some S.i!mcle :ccliceticns
to Resolution- a~nt.adar Ccnerme=_aS':es. T~ecnnicai :Zazt 50. 71='
n6-6 eintETascue-ts LinFcln 'abor=ato:r, &M#assscr~u_
setts Institute of Technology, February 1969. AD6E64^20.

166. 'Mikkalevich, V. S. "Sequential Bayes So'lutions ard Optimum
Methods of Statistical Acceptance Control." Theory ?rcbability
Applications, 1: 395-4121 (Nufber'4, 1956).-

167. Miller, J. R.,9 III. Profess'ional becision-Making; A ?rocedure
for Evaluating Complex- Alternatives. New 11Yo~ raeger Publishers,

168. Miyasawa, K. "An Empirical Bayes Estimator 'of the Mean of a
Normal Population." Bulletin of the International Statistical
Institute, 38:181-188 k1961).

169. Mood, A. M., and F. A. Graybill. introduction to the Theory of
Statistics (2nd edition). New York: Mc~raw HiM B6ok Co*, inc.

170. Moriguti, Sir and H. Robbins. "A Bayes *ixt of p~f versus p
Report of Statistical Applications Research Union of jacanese

ScietiiiE and Enginer-s79jo 1~767.

171. Morris, C. Admissib~je 9ay es Procedures :.Pd Classes of Eril1on
Bayes Procedures tor Te-sting H'ypot"heses In a ;~tn~h~?
butin. Tchnic ;M1~ ort No. -j: i ..T3 I'ZA~, hPr~
vepartmeni of statis tIcs, o cniora, UJhive 6ty tuuc

99



GRAE/MAtrH/66. 11

172. Mbrrison, N. Introduct~bn to Sediu-etlaf Smoothing ,and Ptediction.
New, York: McGraW.Hill- inc;_O199

173. Nahi, N.t'., and R. M. Gaalardl. "Threshold Determination in
Sequentil Detection 'with'Fixed Erior 'Rates."' Proceedirgs
International Conference on C6&.mruhlcations, V61um 1* ic: c'.The lnstitte of -T±ec'ric~a: and Felectroc 0Ei'Inerr, Inc., 1970,
pp. 18-26 to 18-27.

174. Naresky, J. 3. -"Reliability and MaIntainability Research in the
United States Air Force," ~In Annals o'f Rel!abi~rtty and
IJ inta inabilit-y, 'Jo iune 5, Acn ievrn "ys-!ems Erfrect~veness. e
York: American inst~Te~ eof-Aeronautics and Astronautics, inc.,
1966, pp. 769-787.

175. ?Jeyman, J. "Two Breakthroughs in the. Thekory of Statist~dal
Decleion Making." Review-of 'the inter~iational S,,ttstical sTite
30stll-27 (1962). - _____ ____ ____

176. Novick, M. R. "ulticaraireter Bayesian Indifference Procedu.'4s."
Journal of the Royal Statistical Society (i),3:2.4(urnbe: 2,

177. Novick, 11.. R., and j.. E. GrIzzle. "A Bayesilan Approach to the
Analysis of Date from, Cliiilcal Trials." journal American Stat-1s-
tidal Association, 6-0:E4_-6 (:.:rch !965).-

178. Orth# P. J. Reliablliti r~ecrnstration znd Evaluation Technicuest
San Bernardino, Cali4or-iaz iechnoogy Dfivision, Aerospace-
Corporation, 1,1ovember 1965.

179. Qvera'll, J. E. "Classlcat: Statistical Hypothesis Testing Within
the Context of BayesIan Theory." Psychological Bulletin, 7lt2E5-
292 (April 1,969).

180. Patrick, E. A., et al. Com.,uter Analyss snd Classification of
Waveforms and -IF~r~ 4,; ;.7-e-iors. eChnical. ReportTo.
RAM- ~9T'79. L-av~ayette-7T,nir,--.: S-n-ol of Electrical
Engineering, Purdue Universit7, Septemnter 1969. AD695835.

181. Petrasovits, A., and R. 3. Cornell. Approximitzons to the Fayes
Estimate for a Quintil Jssy -,Ith E'!-.Te t~'K~~~~c

Tallahas-sco, Florida; Eep3rttmeat if Statistics, Florida State
University, September 1970. 070..41241.

182. Petterson, C. R., and R. G. Sirensson. "Intuitive Statistical
Inferences About Diffuse iyoFeos'C i;oo~ ~h,,vlor and
Huin Pertorswince, 3:1.11 (Fe~,ruary Mt~

183. Pettit, R. Hi. "A Bayos Est~v'.a'or in a teel~ston-:)rected Adaptive
Detection Problem." Frequenc:y QL~~~,7: .~(anuary 9b

1T2o



GRE/MAT0/6- 11

184. Pi Delta Kapoo Symcosmon Educational Research . Ninth.
es an slnoi, peacock, 77Publishers,

Inc., 1970. .

185. Philli, H. E.. Sensitivity, Analysis on the Multiple Action
Problem. PhD Thesis. Sea tle, WashingoVshington-Un-iersity,
T TM. rder No. 69.7075.

186. Pitt, 3 -M., and- B. F. ?ornack. "Additionl Features of an
Adaptive, MultiCategoty, Pattern Cassification System." IEEE
Transactions on Systems Science and Cyberetics, SSC-518 T'l

187. Pollock, S. 'M. A Bayesian Re1iabil-Ity Growth Model. Technical
Report No. Nn 'S.Tn. ntereyi qglTo n.aT--. Naval
Postgraduate School, June 1967 AD663279.

188. Polovko, A. M. Fundamentals of Rell-abllfty Theory. -New Yorks
Academic Press, 1 76. '

89. Portnoy, S. L. Forma Iayes. Est'ton with. Aolcation to a
Random Effects A 'vTs 7" arince &.'7e1Tecnical Reo' t "o.

TE:TA-RAevTsed. Stano, ment of Statistics,
'Stanford University, February 1969. AD689228.

190. Pratt, J. W. "Bayesian Interrretation of Standard Inference
Statements (with Discussion)." Journal Royal StatisticalSociety(B), 27:169-203 (Number 2, 1965).0

191. Pugh, E. L. "The Best Ettimate of Reliability in the Exponential
Case." Orations Research, Ill:7.61 (January.February 1963).

192. Purves, R. A., and D. A. Freedman. "Bayes' Method for BookIvro,-"
Annals of Mathematical Statistics, 40:1177-1186 (August 1969).

193. Raj, D. Sampling Theory. New York: McGraw-Hill, Inc.,. 1968.

194. Rappaport, A. Information for Decision '.akin2; Quantitative and
Behavioral Dimensions. EngJleod Cli±fs7--N'i-Jerseys Prernt cie-all,

195... . "Sequentlal Decision Making in a Computer Controlled Task."
Journal of Mathematical Psycholoay, 135..374 (July 1964).

196. Ray, S. N. "Bounds on the 1aximum Sample Sin3e of a Bayes
Sequential Procedure." Annals Mathema ical Statistics, 36:859.878
(Jun. 1965). -

197 .------. Some Sequential ?ayes Procedures for Comparing Tvo6
."ors r ar 7kr '. Chapel

Hill, North Carolina: Department of Statistics, University of
Worth Carolina, 1963.

101

-W L,



GRE/MATH/66.. 1-1

198 RnchrA. C. The.Empir-ical Bayes--Approach to Analysis of
Variance and ,Lin-ear Regression. FIU Thesis.. -B1acksburg,_Virghia:
virginia 73TyTecn c institute, 1968. Order No. -69-460O.

199. 'Roberts, H. V. "Probabilistic Prediction." journal of Amrican
Statistical Association, _6O.5062 .(March l9657-,

200. R olph, J. E. " Bayesian Estimation of Mixing Di -stribu tions."
'Annals of Mathematical Statistics, 39:1289-1302 (0ugusi 1968).

201. R6senbla tt, J.,R. "Confidence Limits for the 'Reliability of
-Complex, Systems,4 'in. Statistical Theory of' Rel,10bi'iity, -edited,
ZelenM., Madison,- Visconsin:Unisity-of W17os~~ip Press, 1963,
pp. 115i.1,37.

202. Rubin, H. becision..Theoretic Evaluation of Some. Non-.Parametric
Methods. TiechFNicalReport NoJSE-t93 1-_aFiayette, I'nanqa:
Department ofStatistics, Purdue ,University,* July 1969. AD691801.

203.------- .: Decision-Theoretic, Approach to Some Multivari~te Problems.
technicaT-Ke-port No. SER..167. La~aye te7Tndiana: .Department of
Statistics, ,Purdue University, Augusit 1968. AD674524.

204i Rutherford, J. ,R. "An Empirical B~ayes Approach to the Non-Central
t'Distribution," in Proceedings of the Symposium on Empirical
,Bayes Estimation and ComputIn in Statistics. Lu ~ck, exs
Trexas Tech-Press,MT70, pp. 6f-u

205. Rutherford,,J. R., and R. G. Krutchkoff. "Some Empirical Bayes
Techniques in Point Estimation." Biometrika, 56:'3_.137 (1969).

206. Sacks, J. "Generalized Bayes Solutions in Estimation Problems."
Annals Mathematical Statistics, 34:751-768 (September 1963).

207. Samuel, E. "An Empirical Bayes Approach to the Testing of Certain
Parametric Hypotheses." -Annals) Mathematical Statistics, 34:1370-
1385 (December 1963). - __________

208. Sasaki, K. Statisti~cs for 'Modern Business Decision Making.
Belmont, California: Walrsv*rthPublishing-Co., 196.

209. SaVage, L. J. The Foundations of Statistics. New York: John
Wiley and Sons,Thnc., 1954. '

210. Scarf, H. "Bayes Solutions of the Statistical Inventory Problem."
Annals Mathematical Statistics,, 30O:490-508 (June 1959).

211. Schlaifer,;R-. Analysis of Decisions Under Uncertainty. New York:
McGraw-Hill BPokCo., Iri., 1969.

212. Schum, D. A. Concerning the Simulation of Diagnostic Systems Vhich
Process Complex Probabilistic Evidence Sets. Technical Report No.
AXRETRZT= Columbus, Ohio:0 hum~an Pe-iomance Center, Ohio State
University, April 1969. AD691238.

102



GrE/MATH/666"11 - "

213. S chum, D. A., et al.. Aded-Huraan Processing-of Inconclusive Evi-
dence in DiagnstTc-Systems; .-u 7. ry of txperimental Evaluat on.
Te cni~al'Report No.7 R-69-1 -. o o'mbu s Oh io% Hunn
Performance te0ter, Ohio State University, May,1969. AD691239.

214....... "Subjective Probability RevIsions Under Several Cost.Payoff
Arrangements." Organizational Behavlor and Human Performance, 2s
84 104 (February-T967t)

215....... "Research on a Simulated Bayesian Information.Processing
S~stem." IEEE Transactions on Huran Factors in Electronics, HFE.7:
37.48 (Marc966 -

216. Schmitt, S. A. Measuring Uncertaln'ty An Elementary Intioduction
to Bayesian Statistics. Reacing, Z.ssach-eSets-7Addison-Wes ley
Vbis1hing Co., Inc., 1969.

217. Schwaftz,. L. "On Bayes Procedures." Zbitschrift fur -Wahrschein-lichkeititheorie und Verwandte Gebete7t3 3:i26 (lW).

218. Schwartz, G. "Asymptotic Shapes of Bayes Sequential Testing
Regions." Annals Mathematical Statistics, 33:224-236 (March 1962)'.

219. Schwartz, R. E. "Invariant Propei Bayes Tests for Exponential
Families." Annals of &%thematical Stat'stics, 40:270.283
(February 19B7-.

220. Sclove, S. L. Remarks on the Proble of Hcnogeniiation of
Bernoulli Tiialg. Techlncai--. Recorz o.R-137. Stanfor
Calionia: Department of Statistics, Stanford University, June
1968. AD673676.

221. Scott, A. "A Multi.Stage Test for a Normal Mean." Journal of
Royal Statistical, Society (B), 30:4-61468 (Number 3t-196) -

222. Sexsmith, R. G., Structural Decisions for Consistenit Reliability
Allocation. Paper Presented at Annual--eneral eeting of theF
Engineering Institute of Canada. Vancouver, 'British Columbia,
9-13 September 1969.

223. Shah, H. C. "Reliability Estimates from Run.Out or Non.Failure
Data Usiny Information Theory," in Annual Technical Conference
Transactions. Milwaukee, Wisconsin7Tmeican Society for Quality
Control; Inc., 1968, pp. -425.434.

224. Sheridan, T. B. "On How Often the Supervisor Should Sample."
IEEE Transactions on Systems Science and Cybernetics, SSC_6%140.
T~(pril 1970J.

225. Skibinsky, M. "Some Properties of a Class oi Bayes Two-Stage
Tests." Annals Mathematical Statisti.cs, 31:332-351 (June 1960).

103



GRE/NrH/66-1ll

226. Sfidtht,C. A., B.,~ "Personzil Probability' and, Statiistical Ahalysis."
Jouirnal of the Royal StatisticaL. Sodiety,A, 1~28.469.49- (Patt4

-227.-------- tonsistncy, in Statistical'Inferende and 'Decision. ,
Journal1 of the,, Royal'Statistical Society,,, B, 2:5'(&umber I,

228.i Smith , F. B. AVBayesianProedure,'for Detection .of Slippage,.
Tchn ical Repoit No-. TR-8b. - ?Ittbuir-E, Vennsylvaii; Caregie

Iiistitute of Teichnologyt,February 1963. AD405026.

229;* Smith, G. L. On the th6G,,: y and M~ethods of, $tatlstilcal nenc.
Technical Repo77i -' -e~~Rh2T1ftt F'e jed C71l-1ori-a:
Ames, Research Center, -Aoil 19'67#. N6%22039.

230. 'Smith, M. -W. A__Optimu _______e Sae Sequent-'al Sea'ch ? -cdure

Te~cal ReportIN~o. THMS-M-R allasj Texas: Decart.ent
of Statis-tics, Southern Methodist University, May 1 69. AD6%E40.

231. Smi'th, M. 'a., and' Ji E. Walsh. t0otimurn SeC~uen-.2:a1' Search -.ithn
Discrete Locations and Random Acce-tneErr.7ecn n-*ca c
No. TR..44. Da 'as, Tekas: Department of 5ta'tstli, Southern
Methodist University, August 1969. AD694441.

23.Soland, R. M. bayesian AnalIysis of the 7Weibull :cs wL.

Unknown Scale and Shape Tarieeer. Technical Pape o RCT
M5~zen irg-I.Fra:i Advacea R7esearch Deo3rtment, Rese6arch

u Analysis 'Corporation, .pril 1969. AD6872649.

233. -Optimal '.4aesian Stratified Sampling by Nonlirear Pro-
gramming eKca PaF 5per No. RAC-T?.-2l. a-a,,Vrgni
Advanced Research, Department, Research Analysis Corporation,,
June 1966. AD637593.

234. Solomon, H., et al. Optimal Design of Sampling From Finite
Populations; rci7ticai Reviw an- Develont olt-Teflr-wesearch
Areas. Techniicd port 'No. TR-TZ0. Palo 'AItoTC'9- 7 T~
Departnment'of Statistiqc, Stanford, California, November 1968.
A668 1030;

235. Spooner, R. L. The-theory of Signal Detectability:. Extension. to
the Double ComuoT~e hypothesi Stuation. [cnalRotN.

=l9,j 74:T ; Ann Arbor, MicnTgan:~oe lcrnc
Laboratory, University of Michigan, April'-l968. AD672920.

236. Springer, M. D.,, and W. E. Thompson. "Bayesian Confidence Limits
for the Product of N Binomial Parameters." Biometr;ik,, 5-2 6V6l
(1966).

104



GRE/X4TH/66., 11

237. Mtin, C. "Approximation of -Improper Prior- Measures by -Prior
Probability Measuies.," in, gernoulir' 1713; Bayes, 1763; Laplace,
1813. Anniversary Volume, -eTITdTby =_e~anand=.M LeCam.
Berlin: springe;,,..Verlag,- 1965, pp., 217-240.

'238. Strawd~rman, 'V. t. On-theExistence of Proper Bayss'Minimax
Eitimato5:s of the Me~ 0!lT!aiie'om 7D~T~~n
Technic alep~ Ri1,11TN7~7. Palo Alto, 'Cajifornia: ,epartren
of Statistics, Stanford Uniiversity, Januaryf'1971. AD716956.

239. Suppesi P. "The'Role of Subjective Oiobability and Utility in,
Decition.:Making," in Proceedings o fth Third Berkeley 'Symoslum

onMtei al St ti tIcs anard Eblt7 Berkceley,
C-8, onia: UniversIty~o -±caifor'nia ?ress, 1956, pp. 61-73.

240'. Tan, Wi. Y. Bayesian Analysis of a GeneralizedReresion Model
of Potthof~n Ro ;Technica-Reprt-No. UWISS_ 70_5. -

Abio,1 cnn Deoarti.errt of .Statistics, University of
Wisconsin, 'May 1970. A D708404.

241. Tiao, G. C., and M. M4. Ali. Effect of Non-Normality on Inferences
About Varianc6 Components-. '!ienTcarkepo rt No. M-1. 1.1adson,
wisconsin:- 0ecartmnnt of *Statistics, Wisconsin University,

*Noemer1968. AD686295.

242. Tiao, G. C., and S. Filenberg. Bayesian Estimation of Latent Roots
and Vectors,, with S~ecial Reeece to0 Bivariate Ro~raT Dis-:=~on.

.Technical ReprtNo. 59 Ma i liasconsin: Department of
%e4pticsq University of W isconsin, 11ay 1968. AD679203.

243. Tiao, G. C. Bayesian Comoarison of Means of a Mixed, Model with
Application to Regress !o' nalyslis -Te'nl-al N76r T T_9
Arilo '15. oin: Department of Statisticst Wisconsin University,

Aprl 165.AD625271.

244. Tiao, 0. C., and Wi. Y. Tan. "Bayesian.Analysis of Random Effect
Models in theAnalysis of Variance, H-. Effect of Autocorrelated
Errors." Biometrika, 53:477-495 (1966).,

245.---- "Biyesian Analysis of Random Effect Models ins the Analysis
of- Variance, I. Posterior Distribution of Vaiiance-.Comiponents."
Biometrika, 52:37-.5- (1965).

246. Tiao, G. C., and A. Zellner. "Bayes Theorem and the Use of Prior
Knowledge in Regression Analysis." Biomnetrika, 51:219-230 (1964).

247.---- "On the Bayesian Estimation o,4 tMltivariate Regression."
Journal Royal Statistical Society (B,26:277-285 (Number 2, 1964).

'248. Watsonl, G. "S. "Some Bayesian M1'ethods Related to X2." Bulletin
of the International Statistical institute, 41:64-76 (16T-

105 ~



G;RE/MATf/66 1

249. Weld, A.. 'Statistical Di~fiibn Functions. Ntiw, Yorks John Wiey
'aid Sons, In;,,T1 5P

250,.--- Seqfuential Analysis,. New York: john Wiley and.'Sons, Inc.i

251. Wald, A., and J. Wolfowitz. "Bayes Sollutions- of Sequential,
Dticision Problems." .Annals Mathematical Statistics, 21:829
(1960).

252. Wasan, M. T. Parametric Estimation. NIew York: McGraw-Hill Book
CoInc-., 1970.

.253. Weiler, H. "The Use of Incomplete Beta Functidns- for Prior
Distributions in Binomial'Samplking." Technometrics,. 7:335-347
(August 1965).

254. Wetherill, G. B., and G. E. G. Campling. "The Decision Theory
Approach to Sampling Inspection."' Journal of the Royal Statistical
'Society, ,B, 28:081-416 (Number 3. 1986).

255. White, D.. J. Decision Theory. Chicago: Aldine Publishing Co., 1969.

256. Wijsman, R.; A. "Continuity of the Bayes Risk." The Annals of
Mathematical Statistics, 41:,1683-10685 (June 1970)7-.

257. Wink-ler, R. L. "The Assessment of Prior Distributions in Bayesian
Analysis." Journal American Statistical Assodiation, 62:776-800

258. Yen, E. H. Some Terminology for ReLiability Demonstration Testing.

Technical Re-po~ No. IDEP 34771.00.0K4-27. Bethpage$ New York:
Grumman Aircraft Engineerinj,;Corporation, November 1969. AD870587L.

259.. Yereance, R. A. "Reliabilit.y Facts and Factors -Bayesian Statis-
tics." Systems Design, 9:6. 7 (April 1965).

260. Young, S. Managements A Decis'ion-Making Approach. Belmont)
Calif ornia:-Nicke-nson PUbTlishFin Co.,196'9" -

261. Zacks, S. "Bayes and Fiducial Equivariant Estimators of Common
Mean." Annals of Mathematical Statistics, 41:59-69 (February 1970).

262.,--- "Bayesian Design of Single and Double Stratified Sampling,
for Estimating Proportion in Finite Population." Technometrics,

26. 12:119-130 (February 1970).

------- "Bayes Sequential Designs of Fixed Size Samples From
Finite Populations." journal of the American Statistical Associa-.
tion, 64:1342-1349 (December T967F

106



264. Zacks,.S,. Bayes SequentialDesigns of Fixed Size Samples from
Finite PopuTM-ons. -Technical Fe.portNo.;%T 38, Alquerque,
New exico: MAthematics and Statistics Department, New, Mexico
University, October 1968. N70-_10197.

265. ...... "Bayes Sequential Design of Fractional Factorial Experi. -

ments for the Estimation of a Subgroup -of Pre.Assigned Parameters."
Annals Mathematical Statistics, 39:973-982 (June 1968).

266. Zeliher, A., and V. K. Chetty. "Prediction and Decision Problems -

in Regression Models From the Eayesian Point of View." Journal
Kmerican Statistical Association, ,60-60B'6l6 (June 1965).

267. Zellner, A., and G. C. Tiao. "Bayesian Analysis of the Regression
Model with Autocorrelated Errors." Journal American Statistical
Association, 59:763778 (September IZ' '

10

C ,"

-\
!I .

I •

--A " " 107 .



GRE/MTW06-n1

APPEMDIX 2B

BAYESIAN. RELIABILITY AS4ET

SAMPLE WORKSHEETS

1081



GR/MT/6c6-11

____ ____ ____ ___ ____ ____ __J

.r -

-a

H10



GRE/14TI/66-1.lI

434

Cd If

0 0

4

4' r-4

01



GRE/MATfl/66-l1. - -

-C *. ~-*r..-.

- - 1*-

II
'4-

'I

0

0

4,' ~ __ ______________

0
-0 Z

0

E-~

&U)
0 ~~

ci,
'-4

0 0
0 4,

4,
P.. ci)

0
P.4  &

0
4,

b
Cl) 0

*i: ~
'.4

U2
0

43 r4
4t~I U

~ 0
0

V~J
I,

4. 1

111

NA



(MiE/MTH/6-11

C'l

4-

E--

-4

cal

4t3

E--
tI, i-I

w'

Cl)

00

1121



FGR/MAT/66-11

CIA

41

V) ~ C" 4z

00
$4

4,4

CO-

L _ _ _ _ _ _ _ _ _ _ __113



GRE/4-AV-

C f .aC 

-

t ________

4-3

:I,.

.r4

>11



- -.

C4-

0+

4J-

*

1-43



"Vita--

Lewis Ray White

SVirginia, which he

enrolled at Virginia Polytechnic Institute, Blacksburg, Virginia.

There he participated in the school's Cooperative Engineering Program

under which he alternated his academic quarters with periods of work

as a student trainee at Norfolk Naval Shipyard, Portsmouth, Virginia.

In Ju:e 1961, he was graduated with the Degree of Bachelor of S3ience

in Mechanical Engineering and a month later was commissioned a Second

Lieutnant in the USAF Reserve. He was ordered to active duty in

November 1961 and -as assigned as a Pro.ect Engineer to the Air Force

Plant lepresentative Office at the Convair Division of General Dynamics

Corpowtion, San Diego, California before attending the Air Force

Instil'te of Technology.

This thes s was typed by Miss Louise J. Houle

1

116


